Vicendsobna a parciilni asociace v JAN REHAK

v kontingenénich tabulkéch BLANKA REHAKOVA
Geograficky Gstav CSAV, Praha

Pii zpracovani mnohorozmérnych kontingenénich tabulek fefime tlohy, které
vznikaji roziffenim zndmych situaci z tabulek. druhého stupné tiidéni:

a) testovdni hypotéz nezdvislostt mezi proménnymi a skupinami proménnych a za
riznych podminek (rozsifeni testu nezavislosti v dvourozmérné tabulce);

b) testovdni a odhad jednotlivijch parametrd uréujicich specifické projevy zavislosti
(roz§ifeni postupu znaménkového schématu a odhadu rezidudlnich parametra);

c) méfeni stupné zdvislosti mezi jednotlivymi proménnymi a skupinami proménnych
a za ruznych podminek (rozsifeni postupit méfeni sily asociace v dvourozmérné
tabulce).

Testovani hypotéz a vyuziti rezidui se provddi pomoci logaritmicko-linedrnich
modelt (viz napi. G. J. G. Upton [1978], Y. M. M. Bishop, S. E. Fienberg, P. W.
Holland[1975], T. Havranek [1980], P. Maté&ji [1985], nebo na zdkladé Pearsonovych
testit dobré shody chi-kvadrat (viz napt. J. Rehdk, B. Rehdkové [1985], poptipads
dalgimi postupy (napi. S. J. Haberman [1982]).

Méienim asociace ve vicerozmérnych kontingenénich tabulkdch se zabyvali
L. A. Goodman, W. H. Kruskal [1963], (parcidlni Guttmanovo lambda), L. N. Gray,
J. S. Williams [1981] (parcidlni Wallisovo tau), J. Rehsk, B. Rehakovd [1984],
B. Rehdkovs [1985]. Kromé toho lze pouit pro modelovéani linedrnich, resp. mono-
tonnich asocia¢nich vztahi celou teorii parcidlnich korelaci Pearsonovych nebo
Kendallovych, popiipadé (pii piijeti jistych dohod) i Spearmanovych (viz M. G.
Kendall [1962], J. Rehak, B. Rehdkova [1985]), obdobné jako u spojitych promén-
nych lze vyuzit parcidlni korelaéni pomér 72 (viz C. R. Rao [1978]).

V této préci uvaddime model vicendsobné a parcidlni asociace pro situaci, v niz
sledujeme vlivy nékolika nomindlnich proménnych (faktorii) na jednu zévislou
proménnou, kterd mize byt obecného typu. Obecny typ proménné byl definovén
v rdmei D-modelu, ktery vyvinuli J. Rehak a B. Rehakovs (viz J. Rehdk [1976],
J. Rehdk, B. Rehdkové [1979], [1982], [1984], [1985], B. Rehakové [1982], [1985]).

Typ proménné A s kategoriemi A1, A, ..., As je uréen matici D = ||dg| o roz-
mérech S X S, jejiz kazdy prvek dy vyjadiuje stupeni nepodobnosti, obsahové odlis-
nosti nebo vzdélenosti mezi s-tou kategorii As a ¢-tou kategorii A;. Specifikaci ma-
tice D! dostaneme nejen bézné zndmé piipady nomindlniho, ordindlniho a kardin4l-
niho znaku, ale téz napriklad znak s geografickymi relacemi mezi kategoriemi (vhodny
pro zkouméni vyskyt jevii ploné rozlozenych), typologie, které jsou mnohorozmérné
numericky ohodnoceny (napi. vysledky seskupovaci analyzy), kombinované dicho-
tomie,? zobecnény ordindlni znak, znak k-ndsobné volby ap.

V préci shrneme nejprve pojem statistického méren{ asymetrické asociace B — A,
kde B je faktor a A je zdvisla proménnd a rozsifime jej na pojem vicendsobné asociace,

1 Pozadavky na skory dg jsou uvedeny v dodatku.
2 Priklad kombinované dichotomie je uveden déle v textu.
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pomoci néhoz méiime stupeti ovlivnéni variability z4vislé proménné A celou skupinou
faktorti By, B, ..., By. Ve druhé ¢ésti zavedeme koeficienty parcidlni asociace, které
ukaZuji na &isty pHspévek jedné proménné v ramei ptsobeni néjaké skupiny, ve
treti ¢asti uvddime praktické pfiklady.® Dodatek obsahuje vzorce pro vypodet
pFibliziné vybérové chyby koeficientd, které odvodila B. Rehakové [1982], [1985].

1. Asymetrické statistické asociace: dvourozmérna tabuika a zobecné&ni na koefieienty
mnohonésohné asociace

O koeficientech asymetrické asociace bylo v Sociologickém ¢asopise jiz pojedndno
nékolikrst (J. Rehak [1976], J. Rehak, B. Rehakovs [1973], [1975], [1979]), a proto
zde provedeme pouze struéné shrnuti.

Model statistické zdvislosti v této éasti zahrnuje dvé proménné: nomindini faktor B,
ktery ovliviiuje zdvislon proménnou A obeeného typu. Vztah oznadujeme B — A.
V ramci systému (A, B) je tedy B povafovdna za pfidinu a A za disledek.4 Oznadéme
si B X A kontingenéni tabulku, jejiZz fddky jsou uréeny hodnotami proménné
B = {B), By, ..., Bg} a sloupce hodnotami proménné5 A = {A,, A, ..., As; D}. Typ
tabulky je tak B x S, R je potet fadki a 8 je podet sloupci.

Asociaéni model vychdzi z jednoduché predstavy: jestliZe proménng B ovliviiuje
proménnou A, projevi se to riznosti rozdéleni éetnosti jednotlivych radka tabulky.$
Cim vice se lisi, tfm siln&jsi je statistickd zdvislost A na B. Jestlie jde o réznost
v zastoupeni jednotlivych kategorif, mluvime o asociaci nomindlni, lze vSak speci-
fikovat (a to i za pomoei matice D) jiné vlastnosti rozdéleni, jejichz rozdilnost v ¥ad-
cich zkoumdme a tak dostdvdme i jiné typy statistické asociace.?

K méreni stupné asociace se vyuZiva koeficientit, které jsou konstruované na nej-
ruznéjsich principech. Nejlogi¢téjsim se zda byt princip redukce predikéni chyby
(L. A. Goodman, W. H. Kruskal [1954] a s nim soubézny princip redukce variability
(J. Rehak [1976), J. Rehak, B. Rehdkové [1979]).8 Koeficient takto vytvoreny mé
vyznam relativniho podilu vysvétlené variability proménné A proménnou B.

3 Priklady jsou pouze ilustraéni, vyfazeny z kontextu, nemohou byt zobeciiovény.

* To oviem neznamen4, ze B je skutetnou pti¢inou, nebot B — A je zjednoduseny sociologicky
model, ktery vyjadiuje smér piisobeni. Pfidani daldich proménnych muZe ukdzat zprostredkovdni
vztahu nebo nepravé asociace. I smér je urden z vnéjdich (teoretickych, analytickych, hypotetic-
kych) tvah a ve v&t8ind pfipadidl neplati jednoznaénd (vétdinou jde o pifevaiujici smér vlivu
v situaci, kdy pusobi zpsdtné vazby). Asymetrickd statisticks asociace je tedy modelem, ktery pro
danou analyzu pfijimdme, jehoz platnost se ovéfuje pfedevdim konzistenci vdech analytickych
zAvéra a teoretickych vivah a jenz miZe byt tdmito dvahami téZ vyvrdcen. O problematice
vztahu statistické zavislosti a kauzality viz B. Rehakova [1982].

5 Symbolem D u seznamu kategorii proménné A vyjadiujeme fakt, Ze typ proménné A je
uréen pomoci skérlt D = |ldg|l. Matice skért vytvétejicich typ nemé pfimy vliv na vytvafeni
tabulky, hodnoty ds se vyuiivaji ai ve vypoétech. Je vSak vyhodné uspoiadat sloupce podle
uréitych relaci, které D vyjadiuje: naptiklad podle pofadi kategorii u ordinélniho a kardinalniho
znaku.

6 Ptipomefime, %e pFipad statistické nezavislosti v kontingenéni tabulce nastava tehdy, kdy%
viechna téddkové rozdsleni jsou totoZna, tj. kdyZ hodnoty proménné B nemaji vliv na rozds-
leni. A.

7 Napi. u éiselnych dat (A je kardindlni) je misto iplné nozdvislosti zkoumédna statistické
nezavislost vzhledem k vlivu B na primér A v Fadeich. Kardindlni nezdvislost se tedy projevi
shodou Fadkovych praméra v tabulce, zatimco zévislost je chapéna jako rozdil praméra — éim
votsi rozdilnost pramdrii, tim vyssi stupeil kardindlni asociace.

8 Jinym znédmym principem je normovdni chi-kvadrdtové vzddlenost: tabulky od hypotetické
tabulky konstruované za pledpokladu mnezavislosti a princip Danielsova koeficientu korelace.
Princip redukce variability je zndm z teorie regrese a linedrni korelace (koeficient determinace 72).
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Konstrukee koeficientu na principu redukce variability:

1. uréime miru variability pro klasifikaci A = {41, 43, ..., As; D} podle jejtho typu
(matice D), napf. nomvar, dorvar, rozptyl, zobecnény rozptyl,?

2. pro celkovou variabilitu souboru a variability v jednotlivych #4dcich (podsoubo-
rech) platf, zel0

(1) celkovd variabilita souboru = primér variabilit v Fadcich
+ pramér Everci vzddlenostt mezi Fadky,11

3. koeficient explanacel? zavedeme jako

primér Everci vzddlenosti mezi fadky

2) Oaip = celkovd variabilita souboru

primér variabilit v fadcich
celkovd variabilita souboru

|
—

3)

Pro explicitni vyjadfeni této formule si zavedeme ndsledujici znaceni:

S = (fun fir oo fsir) =

= rozdéleni relativnich &etnosti v r-tém #ddku tabulky
(r=1..,R8 Y far=1),
P
=1 S =(.fo .. f5) =
s
= margindlni rozdéleni (cely soubor),
fro = Y Jrs, (11, f12, o, fRS) =
= :ozdélem’ relativnich Eetnosti pro celou tabulku,

ZZfrs= an_ =1,

Gvar f() = mira variability v r-tém fadku (r = 1, ..., R),

Gvar f = mira variability v celém souboru.

9 Uvedené miry rozptyleni jsou postupné vhodné pro nomindlni (nomvar), ordinalni (dorvar),
kardindlni (rozptyl) a obecny typ proménné. Vzorce pro vypocet jsou uvedeny v tab. A a v do-
datku.

10 Ke kazdé matici D, pro niZ mé model smysl, je urtena nejen mira rozptylu, ale také mira
rozdilnosti Fa4dka tabulky, kterou je wzddlenost distribuci. Predpoklady pro platnost vzorce (1)
a existenci vzdalenosti fadki jsou natolik volné, e zahrnuji jednak b&zné typy znaku (nomi-
nélni, ordindini, kardinalni), ale také znaky geografické (aredlni), kombinované dichotomie,
metrizované typologie, vicerozmérné ordinélni a kardindlni znaky apod. U téch typu, jejichz
matice D poZadavkam teorie nevyhovuji, je mozno provést matematickou upravu, kterd skory dg
zmdni tak, aby pfedpoklady byly splnény, a typ se pfitom zménil jen nepatrnd.

11 Pogledni ¢len vzorce (1) lze napsat také jako ,,prdmér &vercit vzddlenosti 7ddkd od margi-
ndalntho fddku’’ . Pfitom primér je v celém vzorci chépan jako vaZeny. Vzorec (1) je analogicky
k analyze rozptylu: T'SS = WSS 4 BSS, tj. celkovy soudet étvercii = soulet Stvercii uvnitf sku-
pin + soudet Etverct mezi skupinami.

12 Plny nézev tohoto typu koeficientu asociace je koeficient explanaéni sily rozkladu B pro
proménnou A.
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Koeficient explanace ted muZeme vyjadfit jednoduse jako

R
Zlfm Gvar fi)
4 o =1--=__ .
@) AlD Gvar f
Tento obecny vzorec 13 zahrnuje Sirokou 8kalu specidlnich pfipadd, z nichz nejbéz-
néji jsou specifikovdny v tabulce A.

Koeficienty § maji tyto vlastnosti:

1. jsou definovany vidy, je-li Gvar f > 0 (tj. existuje nenulova variabilita, kterou
checeme vysvétlit;)

205651,

3. § = 1, pravé kdyZ variability v jednotlivych Fddecich zcela vymizi — bud se
viechny jednotky v fddku tabulky soustiedi v jedné kategorii proménné A, nebo
kategorie, v nichz se nalézaji fddkové éetnosti, nejsou z hlediska typu rozlido viny
(skéry jejich nepodobnosti jsou nulové, z hlediska modelu splyvaji);

4. 0 = 0, pravé kdyZ pramérny soudet &tverch vzdalenosti mezi Fadky je nulovy,
to znamend, Ze bud se sobé viechna rozdéleni rovnaji (pfipad statistické neza-
vislosti, ktery plati napf. u nomindlniho nebo ordindlniho typu), nebo viechna
rozdéleni maji ur¢ité stejné diléi vlastnosti dané typem (napf. u kardinédlniho
znaku je to rovnost pruméril, u vicerozmérného kardindlniho znaku je to shoda
tézist);14

5. 01 > 82 znamend, Ze rozdilnosti mezi fiddky jsou v prvnim pripadé vétsi nez ve
druhém (méfeno relativné k celkovému rozptylu dat).

Piiklady na vypotet explanaéniho koeficientu pro nominalni a ordindlni typ
proménné A mize étenai nalézt v pracech J. Rehdka a B. Rehikové [1973] (koefi-
cient 7) a J. Rehdka [1976] (koeficient 8). Kardinalni typ vede na béZny koeficient
determinace (korelaéni pomér %2). Proto jako piiklad uvedeme vypocet koeficientu
explanace pro obecny typ.

Pfiklad 1. Kombinovand dichotomie

Ve vyzkumu pidni a ndvrhi délniki v jednom podniku byly (za pomoci faktorové
analyzy a kategorizace spojitych 8kal) uréeny dvé trichotomické ordindlni proménné:
orientace respondentit na socidini a na vyrobné investiéni opatfeni. Po vynechéni
stiednich kategorii nevyhranéného ndzoru (a piisludné redukei souboru) vznikly
dvé dichotomické proménné

S = (8, 8) = (vyfaduje opatieni socidlniho typu, nevyfaduje),
V = (V, V) = (vytaduje opatfeni vyrobné investiéniho typu, nevyZaduje).

Kazdy z téchto znak muzZeme analyzovat zvldst. jejich kombinaci v8ak pfijimdme
komplexnéjsi pohled na respondenta, hodnotime souc¢asné oba aspekty. Kombinace

13 Obecné vyjadieni ma nékolik dilezitych vyznami: 1. jednotnost interpretace koeficienti
pro ruzné zvolené prvky matice D, 2. jednotnost vypoéetnich procodur pro riizné typy, 3. moz-
nost. pracovat s takovymi typy znakid, které odpovidaji danému analytickému poZadavku,
tj. lze uréovat prvky D ptipad od ptipadu jako model konkrétni situace, 4. Gspora mista a zvySeni
prehlednosti pfi psani vzoreu, které nemusi byt opakovény pro kaiZdy jednotlivy pripad zv14st
(vyhoda pii programoviéni).

14 Odli8eni obou situaci v matematickém smyslu: jestlize matice skéra D = |ldsl| vytvati
metriku, pak jde o wiplnou nezdvislost, pokud vytvaFi polometriku, pak jde o D-nezdvislost, jez je
charakterizovéna tim, Ze viechna Fadkova rozloZeni patii do téze tiidy ekvivalence vytviienéd
polometrikou.
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Tabulka A. Specidini pFipady koeficientu explanaéni sily rozkladu proménné B pro proménnou A

Vzorec koeficientu §.

Vzorec Gvar

Typ A Skéry dge
R S S
S Z Jrt Z fa’lr - Z Ss?
: . dee =1, 8 % ¢ 7 2 r=1 8=1 s=1
Nomindlni dy = 0 nomvar f = 1 ,;1 Js T = 5
1— Y fe2
8=1
R S—1
S§—1 Z fr+ z Fs‘r(l _Fa]f)
dorvar f = 2 Z Pl — Fy) B=1 r=1 a=1
s=1 - 8—1
Ordinélni dee = |5 — ¢ Y. Fi1—Fy
il 8=1
F, = Z ft 8 3
t=1 Falr=Y frs Fo= Y [
t=1 t=1
R S
8 B Z Sre Z Salr(xs — X(r))?
Gvarf=2 ) fiz, — X)? =1 r=1  a=1I
- =t S
Kardinélni a=1 -
(1, ..., xg) dst = (25 — 71)? s : 8;] So(ws — X)2
X-= 2 fos S _ S
a=1 Xin= Z Sfelrxsy, X = Z Jas
s=1 s=1
R
S 8
G .
Obecny dst Gvarf= ) Y fifds El fre Gvar fi
s=1t=1 d=1—
Gvarf




§ %'V je &ttythodnotovy znak OPAT = (SV, SV, SV, SV), v némi spojeni dvou
pismen znaéi souéasny vyskyt nebo n'ev;’mkyt obou poiadavkﬁ Tento znak neni
&isté nomindlni, i kdyZ v béinych analyzich jej za takovy povazujeme. Podobnost
kategorii SV a SV je vétii nez SV a SV, resp. SV a SV. Abychom tuto skutetnost
zahrnuli do analyzy dat, uréime u znaku OPAT (opatieni) skory ds, vytvéaiejici jeho
typ, a to zcela piirozené jako pocet neshod mezi dvéma kategoriemi:

d(SV, SV) = d(SV, SV) = d(SV, SV) = d(SV, §V) = 1
(kategorie se li8i vidy jen v jednom sméru),

d(SV, SV) = d(SV, SV) = 2

(kategorie se lisi v obou smérech).

Matici D tak dostavamel5 jako
sV SV SV sV
1 4 0 1 1 2
D =S8V
sv
SV
Tabulka 1 zachycuje tiidéni druhého stupné mezi fddkovym znakem B = aktiv-

nost respondenta (aktivni, pasivni), ktery byl odvozen z jinych tdaji dotazniku
a znakem OPAT.

DO et

0 2 1
2 0 1
1 1 0

Tabulka 1. Ndvrhy na opatfeni podle aktivity respondentis
(souboru délnikdl zkoumaného podniku)

Respondent navrhuje opatieni
socidlni vyrobné
i vyrobné socidlni investiéni zadné
investiéni
Aktivni typ 73 15 14 5 107
(68 %) (14 %) (13 %) (5 %) (100 %)
Pasivni typ 8 8 10 69 95
(8 %) (8 %) (11 %) (73 %) (100 %)
Celkem 81 23 24 74 202
(40 %) (11 %) (12 %) * (37 %) (100 %)

15 Obdobné bychom uréili matici D pro kombinaci vét8iho po¢tu dichotomii. Pro B = (B, B),
¢ = (C,C), D = (D, D) dostaneme znak o osmi (23) kategoriich KOMB = (BCD, BCD, BCD,
BCD, BCD, BCD, BCD, BCD). Skéry nepodobnosti jsou
d(BCD, BCD) = d(BCD, BCD) = d(BCD, BCD) = d(BCD, BCD) =
d(BCD, BCD) = d(BCD, BCD) = d(BCD, BCD) = d(BCD, BCD) =
d(BCD, BCD) = d(BCD, BCD) = d(BCD, BCD) = d(BCD, BCD) =
d{BCD, BCD) = d(BCD, BCD) = d(BCD, BCD) = d(BCD, BCD) — 3

zbytek jsou dvojky (na diagondle oviem nuly). Pro kombinaci K dichotomii dostaneme znak
8 2K hodnotami & skéry od nuly do K.
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Z dat tabulky 1 a skérit ds¢ snadno spoéteme miry variability a koeficient explanace
(vypoéet zobecnéné variance podle vzorce (14), 6 podle (4)):
2

Gvar fg) = 1072

(73 x15+ 73 x14+15x56+14 x5+
+2Xx73 x5+2x15x 14) = 0.596,

Gvar fz) = 0.587, Gvar f = 0.999, f1, = 0.53, fo, = 0.47,

0.596 x 0.53 4 0.587 x 0.47
-1 =0.408.
5=1 5999 0.408

Znak aktivnost tedy vysvétluje 41 9, variability znaku OPAT (velmi silna asociace).
Pro srovnani uvedeme také vysledky pro pripad, Zze znak OPAT povaZujeme za
nominalni:
nomvar f(1) = 0.496, nomvar f) = 0.447,
nomvar f = 0.678, T = 0.302,

coZz ukazuje na 30 9%, vysvétlené variance. To zasluhuje komentdf:

1. rizné typy varianci nelze pfimo diselné srovndvat, nebot skéry z matice D pfi-
nageji do vyposta numericky posun v délce §kily pro hodnoty miry. Maximélni
hodnota pro nomvar &tyfhodnotového znaku je 0.75, pro kombinovanou dicho-
tomii s uvedenou matici D je 1.00. Pro pfimou komparaci lze obé miry normali-
zovat pomérem k dosaZitelnému maximu (v naSem piikladé lze porovnivat
nomvar/0.75 a Gvar);

o

d je vy88i nez 1, coZ znamend, Ze zavislost (rozdilnost v éetnostech radki) se proje-
vuje predevsim u kategorii, které se od sebe vice lisi. V nagem piipadé je to u dvojice
SV, SV a nebo u dvojice SV, SV. 1 kdyZ je nomindlni asociace vysoka, je jesté
posilena pfijetim modelu kombinované dichotomie. Naopak pokles hodnoty 4 by
znamenal, Ze rozdily se projevuji ve vyznamem blizdich kategoriich. Skory dg tak
vyjadiuji vahy dulezitosti pro pfesun ¢etnosti ve zkouméni asociaci.16

Nyni pfejdeme velmi jednoduse k méfeni vicendsobné asociace. Pro tabulku t¥idéni
tfetiho stupné B; X By X A, v niZ A povaZujeme za vysvétlovanou a Bj, B za vy-
svétlujici proménné, zavedeme koeficient vicendsobné asociace!? ndsledovné:

a) Uréime kombinovany znak B = B; X B, ktery ma R = R; X Rz hodnot vznik-
lych kombinaci vech R; hodnot znaku B se véemi K3 hodnotami znaku Bs.

b) Provedeme tridéni druhého stupné B x A, které davd tabulku o R fddcich
a S sloupcich (je to zdrovern tiidéni tretiho stupné B; X Bs X A).

c¢) Pro vzniklou tabulku zjistime koeficient explanace dy3 a prohlasime jej za
koeficient vicendsobné asociace mezi dvojicil8 (B, Bs) a A, takie

(5) 0a/By> By= OA/B;xBy = OA/B -

18 Typickym daldim pripadem je geograficky znak, v ndmz kategorie 4, jsou ohrani¢end tizemi
nebo body v ploSe (na mapé, v krajing) a skéry D jsou ndjaké zvolené miry vzdélenosti mezi
nimi (napf. vzdudnd vzddlenost mezi sttedy uzemi nebo jeji étveree, vzdalenost po silnici ap.).
Obdobné rozdily v asociaci jsou zde velmi nédzorné: stupen asociace uréuje rozdil v zastoupeni
kategorii a vzddlenost katogorii, u nichz dochézi k rozdilu.

17 Lze jej také nazvat koeficientem explanaéni sily kombinovaného rozkladu Bj X Bs.
Pouziva se téz termin koeficient ndsobné nebo mnohonésobné asociace.

18 Oboji znadeni ve vzorci (5) je mozné. Pouzivame v3ak spide JA/B1xB2, aby se tim i symbo-
licky zduraznilo, Zze do modelu vstupuje kombinace B; a B:.
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Zcela obdobné postupujeme pro K vysvétlujicich proménnych B;, B, ..., Bg.
Definujeme kombinovanou proménnou B = B; X Bz X ... X Bk a koeficient vice-
nasobné asociace jako

(6) OA/By> Bys +- s By = OA/ByxBax «-+ x By = OA/B-

Koeficient vicendsobné asociace ma obdobné vlastnosti jako prosty koeficient
asociace (je stejné definovén). Navic mé jesté tu vlastnost, Ze pfiddnim dalsi promén-
né se jeho hodnota nezmendi, tj.

(7) Oa/m;xBy = 0a/B; >  Oa/B;xBy = OA/B,
a obecné
(8) OA/B X - xBy = OA/Byx -+ xBy_|

2. Parcidlni asociace ve vicerozmérné kontingenéni tabulce

Pojem parcidlni asociace se vyskytuje v souvislosti se dvéma analytickymi otaz-
kami:

a) pii pasobeni skupiny proménnych (faktoril) na zivislou proménnou A se ptame
na &isty vlastni pFinos ka¥dé proménné v rdmei dané skupiny;

b) pti sledovdni vztah a budovéni kauzalnich modelt se ptime, zda vztah dvou
proménnych je pfimy, &i zprostfedkovany (resp. &dstetné zprostFedkovany) dalsi
proménnou nebo skupinou proménnych. Pfidime-li ke vztahu € -— A dalsi
faktor B a &Gisty pfinos € v rdmci plsobeni dvojice B, C vymizi, znamen4 to, ze
proménnd B pohltila statistickou asociaci mezi C a A a asociace se fetézil® ¢ — B —
— A, vazba C a A je zprostfedkovand proménnou B.

Obé situace budeme demonstrovat na piikladu z praxe.

Priklad 2. Zdjmové orientace

Proménn4 zadjmové orientace (A) vznikla kombinaci ti{ dichotomii (m4 tedy 8 hodnot).
Pii studiu vlivu sociodemografickych znakt, které jsou pro danou populaci mezi
sebou znaéné zdvislé, sledujeme, které asociace jsou odrazem skuteéného ovliviiova-
ni a které jsou jen nepravé, zptsobené nikoli pfiéinnymi vazbami, ale pouze struk-
turnimi souvislostmi. V analyze dat sociologickych vyzkumu obvykle zjistujeme
asociaci mezi A a znaky: pohlavi, vékova skupina, velikost mista bydlisté, vzdé-
lani, socioprofesni skupina ap. Piimd asociace maze v8ak byt zavadéjici, a proto je
vhodné uréit ¢isty vliv (parcidlni asociaci) kazdého z téchto znaktt na A v rdmeil
jejich celku.20 '

Déle se muZeme ptat, zda asociace zdjmovych orientaci a pohlavi je zpfisobena
rozdilnymi vlastnostmi a pfistupy u muzi a zen ¢ zda je zprostfedkovéana jejich moz-
nostmi, rozdilnymi povinnostmi ap. To zjistime zkoumdnim platnosti vztahu:
pohlavi — povinnosti v rodiné — zdjmy volného éasu (proménnd povinnosti v rodiné
byla konstruovéna z nékolika diléich znaku).

Prostiedkem k fefeni uvedenych tloh je koeficient parcidini asociace. Jeho vyznam,
interpretace i vyuZitelnost jsou zfejmé ze zavedeni, které provedeme v postupnych
jednoduchych logickych krocich. Omezime se na tfirozmérnou tabulku By X Bz X A,
tj. na pfipad dvou faktort ovliviiujicich A.

19 K ptijeti modelu € - B — A je oviemn nutné, aby byla prokazéna statistickd asociace
C — B a aby smér Sipek dédval loglcky véeny smysl.

20 Postup je analogicky k urteni koeficientti vicendsobné linedrni regrese v ptipads c1selnych
proménnych.
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9) 0A/By(By) =

o

1.

(10) daBamy = 1 — =

. Pfimou asociaci By — A vyjaddiime koeficientem da/m,. -
. P¥mou asociaci (B1, B2) — A vyjadfime koeficientem 0x/p;xBo-
. Prirtistek asociace zaznamenany pridénim B; je

AayBy = OAByxBy — OA/B; -

Takto definovand charakteristika je vidy nezdpornd, ale mé horni hranici
1 — dap, (to vyjadiuje stupen nevysvetlene variability proménné A pred vstu-
pem By do modelu, ta se v8ak méni podle hodnoty da/g,, & tudiZ je nesrovnatelna

pro riizné tabulky i rizné proménné v jedné vicerozmérné tabulce.

. Aby byla zaji$téna srovnatelnost, definujeme koeficient parcidlni asociace da/By(81)

normalizaci jako podil k maximu: S
OA/B;xBy, — OA/m,
1 — 6_4/[;1 .

Takto definovany koeficient parcidalni asociace 1. fiddu ma vlastnosti:

. je definovan kdykoliv da/s, << 1, tj. pokud neni variabilita A vysvétlena prvai

proménnou B; Gplné (nutnou podminkou pro celou analyzu je oviem existence
6.\/1}1, tj. Gvarf> 0);

0= damymp = 1;

. 0a/ByBy) = 1 pravé kdyZz By vysvétluje veskerou zbylou variabilitu A, tj.

\/hlxuz 1; >
OA/Ba(By) = 0 praveé kdyz piiristek A je nulovy, tj. kdyZ dam,xm, = da/,’
B2 nepfindsi Zadnou novou redukei variability;

. 01 > 02 znamen4, Ze v prvni situaci nastava vyssi podil redukce vanablhty doda-

tetnou proménnou nez v druhém;

. m4 interpretaci relativniho ubytku dosud nevysvétlené variability.

Viypotet koeficientu parcidlni asociace 1. Ffddu d,/py(s,) se provadi dvéma zphsoby:
zplsob: — spotitdme 04 /p, z tabulky By X A

— spotitdme 5/ xp, z tabulky B x A, kde B = B; X B; je kombinace
faktort By a By

— dosadime do vzorce (9)'

. zplisob: — spotitdme fadkové miry rozptyleni Gvar fq), r = 1,2, ..., Ry, v ta-

bulce B; X A a margindlni rozdéleni (fi...fo,,, - f}zl++) znaku By
— spoéitéme fadkové miry rozptyleni Gvar firq), r = l, vorg B = T e
., Rs v tabulce B X A typu R x S, kde R=R; X Ry a B =
= B; X Bj je kombinace obou faktort a uréime margindlni rozdelen121
(f1145 ++» frass o> fR1Ry,) Znaku B
— ziskané hodnoty dosadime do vzorce

R1 R

21 Zlfrq+ Gvar firq)
= .

R

21 fris Gvar fi)
r=

21 Dvojice indexu ,,rq,, odpovidé fddku, v némz je uvedeno rozloZeni ke kombinaci r-té hod-

noty znaku B; a ¢-té hodnoty znaku Bs.
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Vyraz pro vypoclet pFiblizné smérodatné chyby je uveden v dodatku.

Rozsiteni na parcializaci M-tého fddu, pfi niZ sledujeme Cisty vliv proménné By, ;
po odecéteni vlivu M proménnych By, ..., By je snadné. Koeficient parcidlni asociace
M-tého fddu definujeme ¥

(11) Oamy,1(By: - - By = Oa/By, 1(BY)

kde B* = B; X ... X By je kombinace M proménnych. Vypocet se providi podle
pfedchozich postupa tak, Ze misto By dosadime Bwy,1, misto B; vystupuje B*
aB = B; x ... X By.1. Tak je vypolet rekurentni, vicerezmérny piipad je preveden
na tiirozmérny a neni nutné uvddét slozité explicitni vzorce pro obecny piipad.
V kontextu ivah o vicerozmérné kontingenéni tabulce se piimy koeficient asociace
nazyva také parcidlni asociaéni koeficient nultého Fidu.22

Zcela obdobné je mozno zavést koeficient parcidlni asociace skupiny proménnych
pii odelteni vlivu jiné skupiny. Napiiklad v modelu (Ci, Cg, C3, C4) — A, muZeme
urcit koeficient dajcyxcycc1.cp) tak, ze do vzorce (9) dosadime B = C; X Cz, By =
= C3 X C4. Tento postup umoziiuje podrobné a uplné analyzy asociaci ve vice-
rozmérnych tabulkach.

Mezi koeficienty asociace platl uziteéné vztahy, které ]sou znamé u parcialnich
korelaci a korela¢nich poméru:

(12) 1 — damxe = (I — dam) (1 — dajcm))
= (1 — dasc) (1 — da/m(c))
(13) 1 — damxcxn = (I — damxc) (I — dampmxc))

= (1 — da/s) (1 — dajem)) (1 — dapBxe)) -
3. Priklady vyuziti parcidlni asociace
Model pifimé, vicendsobné a parcidlni asociace umoziuje provadét jednak vybér

piimo piisobicich faktori na zdvislou proménnou a jednak koustruovat modely
kauzélniho fetézeni.

Priklad 3. Zdjem o teni rubrik

Populace:ctenéii tydeniku ve véku do 30 let; zdvisld proménnd: kombinovand dicho-
tomie ZAJMY spojujici volbu tif rubrik, které byly obsahové zaméfeny k témuz
ucelu a pro mladé ¢tendie.23

Faktor Symbol Koeficient
vékové skupina VEK 0.356  (pfimd asociace)
vzdélani VZD 0472  (primé asociace)
vékovéa skupina v kombinaci
se vzdélanim VEK x VZD 0.516 (vicendsobna asociace)

22 Koeficienty dA|B1, 0A|B2 se mohou pondkud numericky li§it pfi vypoétech z dvourozmdr-
nych tabulek By X A a Bz X A a pfi vypoétu z trojrozmdrné tabulky B; x Bz X A, nebot u té
muze nastat vyssi redukce vynechavanych hodnot.

23 Pri studiu asociaci se ukézal nepatrny zéjem u Zen a proto udaje byly déle analyzovény
Jen u muzské ¢asti vybsrového souboru ve véku 15—30 let.

383



w

Tabulka B. Souhrnnd tabulka vztahit mezi tfemi kategorizovanymi proménnymi — asymetrickd asociace s jednou zbvislow proménnou (A) a dvéma faktory

(B1, Bs)
Vztahy mezi proménnymi Asociace
(1) (2) (3) (4) (5) (6)
Model
(B1 x Bg) > A B; - A B - A B; <« By B; - A(Bg) B; - A(B))

1 B; a Bs nejsou s A asociovany 0 0 0 ~ 0 0
2 Dvb nezévislé pritiny + + + 0 H (2 Hm 3)
3  Dvé nezévislé pri¢iny

s interakénim efektem o + + 0 > (2) > (3)
4 Dvé vzdjemns zavislé pii¢iny -+ -+ + -+ 4 +
5  Dvé zéavisié pii¢iny

s interakénim efektem + + & + > (2) > (3)
6  Skrytd interakéni asociace dvou

proménnych + 0 0 ~ + +
7a. Retdzoni By — By — A + + 0 +
7b  Retézeni Bs - By - A + + 0
8a Nepravé asociace B; — A 4 + 3 - 0 i
8b Nepravé asociace B2 — A B + + 0




S8¢

Pokradoviani tab, B

Vztahy mezi proménnymi Asociace
(1) (2) (3) (4) (8) (6)
Model
(By X Bg) > A B, - A B: - A B; < By B; - A(B3) B — A(By)
9a Asociace By — A je ¢4stednd
zprostredkovina By -+ - + + + +
< (2)
9b Asociace By — A je éasteénd
zprostiedkovédna B) + 2 + + S 4
< (3)
10a Isolované proménné B, + 0 + 0 0 +
NG
10b Tsolované proménnd Bs -+ + 0 0 -+ 0
NI

PouZité symboly:

+ = existence asociafniho vztahu (statistické zavislost)
0 = absence asocia¢niho vztahu (statistické nezévislost)
> (s) = hodnota vyrazné vyssi neZ ve sloupeci (3)

< (8) = hodnota vyraznd nizsi nez ve sloupci (s)

B (s) = hodnota ptiblizn® stejné jako ve sloupei (s)

~ = libovolné hodnota koeficientu

Pozndmky:
a) Asymetrie v modelech a typ A uréujeme podle obsahu proménnych a podle vndjsich hledisek
b) Modifikace modelu 6 vznika v ptipadé, Ze jedna ze dvou asociaci (2), (3) je kladné a pfi parcializaci se zvysi (5) > (2), resp. (8) > (3)
¢) Model 8a ukazuje na dvé zavislé proménné B; a A se spoleé¢nou pri¢inou Bs
Model 8b ukazuje na dv® z4vislé proménné Bz a A se spoleénou pii¢inou By
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U Hvlladych Ctendfl lze predpokladat dosti silné statistické asociace mezi vékem
a Vz_dgla,mm, a tudiz 1 prekryvani vlivu na zdjem o rubriky. Parcidlni asociaéni
kOef“?lenty spotteme podle (9)

. 0.516 — 0.472
O ZAIMY | VEK (VZD) = o4 0.083 ,
0.516 — 0.356
0 zasmy [VZD (VEK) = ———————— = 0.248 .

1 —0.356

_ Silné redukce v prvnim piipadé naznacuje, Ze vék nepasobi piimo, ale Ze zijmy
Jsou ovlivnény dosaZzenym stupném vzdélani, a to je statisticky zavislé na véku.
Zprostiedkovanost, resp. nepravost asociace neni viak uplna, vék ma 8 9, vlastniho
¢istého vlivu na proménlivost zajmt. Hypoteticky model VEK — VZD —> ZAJMY
se potvrzuje, je viak nutno jej doplnit o pfimy vliv VEK — ZAJMY. Druha parcidlni
asociace ukazuje na podstatné nizsi redukei, z ¢ehoz plyne dilezitost vzdélani jako
samostatného faktoru zajmu o rubriky.

Pridénim proménné zpisob &eni fasopisu (CT), kterd ma pét hodnot, mizeme
ilustrovat jefté vyuzitelnost parcidlnich asociaci druhého #4du. Pfehled vech pii-
mych, nésobnych a parcidlnich asociaénich koeficientit podavé tabulka 2.

Tabulka 2. Asociaéni koeficienty ve vztahu mezi vékem (VEK), vzdéldnim (VZD), {tendiskym
typem (CT) a zdjmem o skupinu rubrik (ZAJMY)

Faktor POdmi.I,li(:, Hodnota Typ
y Vv parciamni koeficientu asociace
asociaci

VEK — 0.356
VZD —_ 0.472 piimé
cT — 0.232
VEK x VZD — 0.516
VEK x CT — 0.392 nasobna
VZD x CT — 0.491
VEK x VZD x CT : — 0.527 nésobna
VEK VZD 0.083
VZD , VEK 0.248
CT VEK 0.056 parcidlni
VEK T 0.208 prvniho Fadu
VZD €T 0.337
CT VZD 0.036
VEK VZD x CT 0.071 parcidlni
VZD VEK x CT 0.222 druhého fadu
cT VEK X VZD 0.023
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Parcialni asociace se spoc¢tou podle (9) a (11), napt.

O ZAIMY | VEKx VZDx €T — OZAIMY | VZDXCT _
1 — 3zaimy |vzpxcr
0.527 — 0.491
1 — 0.491

O ZAINY | VEK (VZD, €T) =
= 0.071.

Pokusme se interpretovat vysledky tabulky 2. Ze tii koeficientu parcidlni asociace
druhého fadu je vidét, ze CT v ramci skupiny (€T, VEK, VZD) m4 na ZAJMY jen
nepatrny vliv. Po jeho vynechéni prechizime k analyze (VEK, VZD) — ZAJMY,
kterd byla jiz provedena vyse. Dalsi parcidlni asociace ukazuji na fetézeni CT <
—VEK > ZAJMY a CT < VZD —> ZAIMY, tedy na to, Ze zpisob ¢teni se meéni
s vékem i se vzdélinim a 7e piimd asociace se zajmy je nepravi. Vysledek nazna¢ime
v obr. 1.

’ ’

vék > yzdélani

zajem o trojici
rubrik

Ctenarsky
typ
Obrazek 1. Vlivy na zdjem o trojici rubrik.
Vzdélani ma primy silng vliv; vék pisobi vedle pfevdiné zprostfedkovaného vlivu dosa-

Zenym vzdélanim také slabé pFimo. Ctendrsky typ se vyviji a méni s vékem a vzdélinim,
ale na vlastni zdjem (preferenci ve struktuie rubrik) pFimy vliv nemd

Ptiklad 4. Volba nejlepsiho pofadu

Ve vyzkumu televiznich z4jma byl respondentim predlozen kol vybrat nejlepsi
poiad z péti nabidnutych v seznamu. Souvislosti tohoto nomindlniho znaku s ostat-
nimi ukézaly mimo jiné koeficienty asociace

7 porAD | Pour = 0.051 , Tporap |vEkK = 0.078 ,

TporaD |PonLxVEK = 0.235 .

T R Ty

Volba potadu je z 5 %, ovliviiovdna pohlavim a z 8 9, vékem (étyii vékové sku-
piny). To je asociace, kterd v kontextu analyzy dat muZe byt dilezitd, nicméné neni
nikterak vyrazni. Ndsobnd asociace viak predstavuje skok, ktery ukazuje, Ze v kom-
binaci obou faktori venikd nova kvalita vzhledem k vybéru poradu. Zatimeo muzi a zeny
ani vékové skupiny se od sebe ve volbé nelisi, skupiny vzniklé kombinaci (tj. mladsi
muzi, muZi stfedniho véku, star§i muzi, mladsi Zeny atd.) se od sebe ve vybéru lisi
velmi znaéné. Rikdme, e vznikd inferakéni efekt dvou proménnyjch v ovliviiovdni
2avislé proménné. Asociace tohoto typu se z tridéni druhého stupné nezjisti, proto ji
ifkdme skrytd asociace. Parcidlni koeficienty asociace za této situace vykazuji znadny

387



prirustek
0.235 — 0.051

TPORAD | VEK (POHL) = Y 0.195 ,
0.235 — 0.078
TPORAD | POHL (VEK) = 1T 0078 0.170 .

Analyza téchto dat pokracovala tak, Ze byly expertné ocenény skory vytvarejici
typ (D = ||ds]|) proménné PORAD. Pii tomto chdpani typu se piimé asociace zvysily
na 0.150, 0.170 a pro kombinaci na 0.354. Parcidlni asociace pro model D jsou

: 0.354 — 0.150

OPORAD | VEK (POHL) = i 0.240,
0.345 — 0.170

évonAn | VEK POHL) = —T — o170 — 0.222 .

Zévér o interakénim plsobeni se potvrzuje, znaéné vyssi koeficienty viak ukazuji
na to, Ze rozdily ve volbach mezi skupinami se projevuji piedevsim u rozdilnych po-
fadi. Pokles hodnot koeficientti by naopak ukézal na to, Ze rozdily mezi skupinami
se projevuji u podobnych pofadu, které by tak mély zastupitelnou roli.

Priklad 5. Faktory zajmovych orientaci

Vysetfovani vlivu Sesti faktorit na zdjmové orientace predpoklddé tridéni sedmého
stupné. Vysledek na obr. 2 davé jiz slozitéjsi strukturu vztaht, lze v8ak k nému
dojit i studiem a porovnavanim trojic a ¢tveiic faktori. Proménnd typ zdjmi vznikla
jako pétihodnotové typologie ze seskupovaci analyzy, skory nepodobnosti D = ||dg]|
byly uréeny jako ¢tverce vzdélenosti centroidu skupin.

typ za‘jmﬁ \
typ bydlisté,
vzdélani
hodnotova ]
orientace povinnosti
v rodiné
vEk pohlavi

Obrdzek 2. Sit vztahd vytvdfejicich typy zdjma ve volném Ease.
Pfimy vliv md hodnotovd orientace, povinnosts v rodiné, kombinace vzdéldnt a typu
bydlists. VEk piisabt pFimo i nepfimo, pohlavi nepFimo
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Obr. 2 vyjadiuje tyto asociaéni vztahy:

a
b

c

~—

Pohlavi (POHL), vék, kombinace typu bydlisté a vzdélani jsou nezivislé.

~

Kombinace typu bydlisté a vzdélani phsobi na typ zajmu (Z).

~—

Vék pasobi na typ zéjmi piimo, ale také prostfednictvim hodnotovych orientaci
HODOR a povinnosti v rodiné (POVROD) (oboji se s vékem méni). K tomu plati
Oz | VEK (HODORx POVROD) > 0, na véku statisticky zavisf typ zajmi, hodnotové
orientace i povinnosti v rodiné, 7 | nonor > 0, 9z | rovron > 0, 0z | vek@onon)
> 07| VEK (HODORX POVROD)> 0% | VEK (POVROD) = 0Z | VEK (IIODORX POVROD) -

d) Pohlavi je statisticky nezivislé na hodnotovych orientacich, ale ptimo statisticky
zavislé na povinnostech v rodiné i na typu zdjmu; pfitom vymizi parcidlni aso-
ciace dz | pO1IL (POVROD), & tudiZ vztah pohlavi a typu z4jml je zprostredkovin.

e) Vzajemnd statistickd zavislost hodnotovych orientaci a povinnostf v rodiné se

ukdzala jako neprava, pii podminéni vékem vymizi.

Priklad 6. Vybér oboru studia

Pfi analyze vybéru oboru vysokogkolského studia studenty gymndzii se ukdzaly
takovéto asociace:

parciélni asociace

faktor piimé asociace  (na vSechny ostatni
proménné)
nejoblibenéjsi predmét 0.231 0.174
velikost mista bydlisté 0.254 0.002
prani rodic¢a 0.278 0.073
zaméstnani a vzdélani rodiéi 0.325 0.051
typ hodnotové orientace 0.371 0.320
pohlavi 0.457 0.423

Analyza vychézi ze tiidéni sedmého stupné, proto kategorie u jednotlivych faktora
byly silné sluéovany. Na zdkladé piimych koeficienti explanace se faktory jevi jako
relativné vyrovnané. Pii parcializaci 8estého tédu se viak ukazuje, ze velikost mista
bydlisté nema Zadny vliv a u piani rodi¢u a jejich vzdélani a zaméstnani se v asociaci
ukazuje vysoké redukee. V ramei celé soustavy se tak faktory uZz vyrovnané nejevi.
Bezprostiedni siiny vliv na vybér maji pohlavi, typ hodnotové orientace a téZ i nej-
oblibenéjsi pfedmét, slaby vliv se ukazuje ze strany rodiéa.

Zaver

Parcidlni a mnohondsobna asociaee, tak jak zde byla uvedena, znaéné roz§ifuje moz-
nosti statistické analyzy, jednak pro sam pojem parcializace a pro moznost hledat
Fetézené kauzalni modely, pfimé a nepravé vazby i skryté zavislosti interakéniho
charakteru, jednak pro rozsifeni pojmu na p#ipad obeeného typu proménnych a moz-
nost zavést do analytického postupu dalsi relevantni rysy zkoumanych jevii. Obecny
typ proménné zahrnuje pomoci skorit D = |/dg|| béZné nomindlni, ordindlni a kardi-
nilni pfipady, ale i kombinované dichotomie, vicerozmérné metrizované typologie,

uzemné rozloZené kategorie (enklavy) a celou Fadu daldich sociologicky relevantnich
situaci.

Obdobné ulohy parcializace a sestavovani modelu lze fesit téZ pomoci logaritmicko-

linedrnich modeltt (popfipadé jinych) a v mnohém bude vysledni interpretace
shodnj.
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Tabulka C. Koeficienty asymetrické asociace § pro K rozmérné kontingenni tabulky

Neziavisla proménnd)
(faktor)

Zavisld proménndl)

Podminka v parcializaci

Poznamka

Piimé asociace 0A|B

sily B pro A
2. vicendsobny koeficient

explanace

3. explanace vicerozmérné
z4vislé proménné

1. zékladni koeficient explanaéni

B
ll:(nlxnzx...xBM)
M=1

B=(By x Bz X ... X By)

A= (A; X Az X ... X Ar)

B je chédpdna nomindlné
Kombinace B je

chdpdna nominalnd

Matice D pro A muze
byt odvozena

asociace E-tého Fadu

6. skupinovy koeficient parcialni

B=(B; X Ba x ... xBy)

M=1

A= (A X Az X ... X Ay)

L =1

M =1 L=1 z Dy, Dz2... DL
B je nominalni
Parcidlni asociace dA|B(()
4. zékladni koeficient parcidlni
asociace (1. radu) B A C B, C nominalni
5. koeficient parcidlni asociace
E-tého radu B A C=(C1 xC2x ... x Cg) B, C nomindlni
E=2

matice D pro A muze
byt odvozena
Z Dl, D-g D[.

B, C nomindlni

2. K =M + L + E, pro piimou asociaci je E = 0

Poznédmky: 1. U proménné A lze zavést typ pomoci matice skéra D = ||d,||




NP T PP TP,

ekt b e

Piistup parcidlnich asociaci ma tyto vyhody:

1. méti stupen asociace, nejen jeji existenci;

2. shrnuje informaci z mnoha poli mnohorozmérné kontingenéni tabulky do nékolika
statistik, jejichz stabilitu miZeme uré¢it pomoci intervali spolehlivosti;

3. umoziuje pracovat s riznymi typy zavislého znaku podle redlné situace a umoz-
nuje srovndvat rizné pristupy.
Ma také nevyhody:

I. odhaluje pouze stupen globdlni asociace, ale nespecifikuje interakce v polich,
tj. vazby mezi jednotlivymi kategoriemi;

o

. netestuje hypotézy;

3. nemd v soudasné dobé tak dalece rozvinutou teorii ani programové prostiedky.

\" analyze dat bude vhodné kombinovat obé tyto metodiky, parcidlni asociaéni
koeficienty i testovani hypotetickych zavislostnich modeli.

Obdobné jako u postupii testovani hypotéz, nelze ani pii pouzivini parcidlnich
asociaci libovolné zvySovat stupen tifdéni. Pocet proménnych, které vstupuji do
analyzy, je nutné omezen vzhledem k limitiim na pocet poli mnohorozmérné kontin-
genéni tabulky, ktery roste geometrickou fadou. Proto v praxi ¢asto sestavujeme
kauzdlni fetézeni proménnych postupné analyzou segmenti souboru proménnych,
trojic, ¢tverie, pifpadné i pétic. Jen mélokdy si muzeme (i u velkych soubori dat)
dovolit t¥idéni vyssich stupni. Takto sestavované sité nemohou byt tplné piesné
a vysledky i postupy postradaji eleganci pfesné aplikovanych matematickych modeld
veelku. Nieméné pro praktické poufiti postup zcela vyhovuje.

—a

V obdobné situaci s ¢iselnymi proménnymi, u nichz piedpoklidime linedrni
vztahy, pouzivame ke konstrukei modelt kauzélniho fetézeni regresni vicendsobnou
linedrni analyzu a parcidlni koeficienty linearni korelace; v takovém piipadé mazeme
vytviiet sité s desitkami proménnych. V linedrni analyze se omezujeme na linedrni
vztahy (i po pifpadné transformaci proménnych). U kontingenc¢nich tabulek vy-
Setfujeme obecny typ zavislosti, uvazujeme razné interakéni efekty projevujici se
v ptsobeni kombinaci znaki, platime za to vSak rozmérem tlohy.

Teorie parcidlnich asociaci ve spojeni s obecnym typem zivislého znaku se jevi
jako jeden z nejuZite¢néjdich piistupin odhalovani pri¢innych vztaha.
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DODATEK

Obecny typ kategorizované proménné A = {41, 4a, ..., As: D} s kategoriemi A, k=1, 2, ...
., 8 jo urden matici D = |ldyll, pro jejiz prvky plati: 1. dikx = 0, 2. diy = 0, 3. dyxy = dsr,
4. diy > dpg znamena, Ze dvojice kategorii Ax, A; st jo ménd obsahové podobné nez dvojice Ap, A,.
Zobecndnd variance pro rozloeni relativnich &etnosti f = (fi,...,fs) Je pro proménnou A
definovana jako

S 8
(19) Gvarf=fDf =3 3 fifud -
J &

Pri znaéeni uvedeném v ¢lanku a definici koeficientu explanace podle (4) je jeho asymplotickd
(pFiblitnd) vgbérovd smérodatnd chyba (za predpokladu prostého ndhodného vybéru nebo neza-
vislého procesu pfi generovéni dat a nenulového skuteéného koeficientu explanace) déna vzorcem

R S 3
(13) SAIB = { Y Y Sealr(2de* — &) — E(2da*)p — G"m‘f(b))]z} ,
b=1 a=1
R s S
kde Z v+ Gvarfin, &= 3 3 fefedy,
=1 i=1j=1

*aip = Zfilbdja » A% = Zfﬂdaj »
j ! j=1

Sy = Zfr!’ Jre = Zfri

J=1

Pii znaleni z ¢lanku a definici koeficientu parcislni asociace podle (10) je jeho asymptoticka
smérodatnd chyba (za predpokladu prostého nahodného vybéru nebo nezavislého procesu pfi
generovéni dat a nenulového skute¢ného koeficientu parcidlni asociace) ddna vzorcem

Ri R: S
(16) SAIByB)) = { = Z Z Z Jocal¥(2d%a)p — Gvar fip)) —
T b= e=1a=1
é_
—- E(2d*g pc — Gvarf(nc))]z} )

R1 R: R:
kde v = Z Z fra- Gvarfuq, &= Y fris Gvarfin,
r=1g¢=1 r=1
albc = Z fbcj dja ) alb = Z J:‘” dja ’
! ++

S Ry
fbc+ = Z fbca > fb+j = Z fbcj ’
a=1 c=1

R: S
Sor+ = Z Zfbca .
c=1 a=1l

Intervaly spolehlivosti (feknéme od velikosti vybéru n = 50) lze stanovit jako

(17) SAIB 1 Za8AIR s OAIBuB,) T ZSA BB,

o
kde zy jo (1 — =) 100%ni kvantil standardniho normalniho rozdsleni (ze.95 = 1.96,

zg.99 = 2.56).

n
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Peziome

fl. Pxerar - B. Pxerakosa: MHOKCCTBeHHAA M YacTHAA accoumanua B rabamiax
COUPAKCHHOCTH

Teopust MEOKeCTBeHHOIT Tt WacTHOIT acconmanuin paspafortasa A CHTyauui, B KOTODbIX
BCTPEYAeTCs 0/1Ha 3aBncuMas nepeMenHas odmero Tuna. OcrajbHble NepeMeHHbIe, BCTylAlo-
e B aHaJHU3, HOHHMAKITCA KaK HOMMHaJABHLIE. OOMil THI ONPEJCAACTCH C HOMOILLI
COOTHOMICHHIT, OTPAKAIOIIIX CTeMeHb HECXOACTBA 1M yIaICHHOCTH KaTeropuii: od BRJOUaeT
TAKHC CTICIHAJNbHBIE cJiy4al, KaK OObIYHbLIEe HOMUHAJLHBIC, OPJIHHAJTbHLIE 1I Kap/HHAJbHLIE
nepeMeHHsie, reorpaguyecKie iepeMeHHLe, MHOTOMEDHbIC KBAHTHPHKALIH KaTeropnii, KOM-
OGUHIPOBanHbie AHXOTOMHH, KATErOPH3AIHI, Y KOTOPHX YYHTHIBAIOTCH OTHOIEHHH COCeCTBA,
MHOTOMEPHDBI OPAHHAABHKI ciyuail, K-BuOOPOYHbIE TIepeMeHHbIe 1 MHOTO JIPYTHX [OJIe3HbIX
THiI0B. TeM caMBIM JIOCTITHYT BHICOKHII CTY1eAL BCeOONIHOCTIL.

Cuadana oGobmena MoJesb aCHMMCTPHIECKOI CTaTHCTHICCKON 3aBHCHMOCTH B JIBYXMepHOIT
Tab:aiie CONPsMEOHHOCTI, B KOTOPOIl BHCTynaeT cToabuosas nepeseHHas obmero Tilia,
a4 CTpOYHAsA NepeMCHHasd TOHNMAaeTcs HOMWHANbHO. 3aTem oupepensiercsa KoaddinenT
DKCIVIAHAIMH HA OCHOBC IIPHHINIA Peiykipy BapnaGunavHocTn. Mojean upocTo pacnpo-
CTPAHEHA HA MHOMECTBEHHYKI acconpauiio., O6unii nojaxoj 1ANOCTPIPYETCs Ha rpuMepe
KoMOMHNPOBAHHEOIT AHXOTOMIH. 3aTeM BBOAMTCA 1 0OBACHASTCA NOHATHE YAaCcTHOI acconna-
WHH U BHIBOJMTCH MOJICJL IS €€ H3MCPEHHsA, BRAOYas 1PUBCACHUE CBOIICTB HTOTOBOro
konddunmenta. IIpnMmeps M3 NPHKAATHOH NPAKTHRH BKIIOYAIOT MITIOCTPALMIO ClEIIeHAsH
acconuanmii, onpe/ieeHHe YHCTOTO BJIAHISA OT/I@JLHBX NepeMeHAbIX, BhiABJIEHHE CKPBITHX
accoruaiHii 1 HOPHAOK COCTABJICHHS NPUYNHHLIX ceTell.
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B sakntogeHnn o000N@I0TCA NPEHMYUICCTBA H HEJAOCTATKH MCTOMA, HBAAKIETOCA I1apa-
JeNbi0 K MeTofloJoruu jgorapudMmiyecko-nnneiiasiX Moneneii. B gononnenun npupogaTtcs
OCHOBHBE onpejeeHis W GOPMYJbl JJIsi ACHMIITOTHIECKUX CTAHJAPTHHIX ONMKOGOK BBe-
AeHublX KoddduiuentoB. B rabamnax upusogatca GopMysasl Jias Kos(pPUIOIEHTOB sKCc-
IUIAHAUMKA Y  HOMUHAJDLHOI, OPANHAJABHOI 1 KapAMHAJLHOIN 3aBHCIHMBIX 1I€PEeMCHHEIX
(tabmuua A), CYMMHUPYIOTCA CHTYARIHH OTHONICHHIl MEKAY TPeMs NEePeMeiiHbIMIl ¢ XapaKTe-
PHCTHKOIT HyMepudeckuX 3navenuii kKoaddmnenton (tabmnna b) 1 nokasmsacrtes (tabam-
nall), kak MowHO 0606HMTE 1PsiMOIT M npocToil yacTHBIT KoadduerT accounanny, nNpu-
MCHIB €r0 K Da3JIUUHbLIM CIYYasiM MHOCOJIHMEH3HOHAJLHBIX TaOJMI[ COIPa/KeHHOCTH,

Summary

J. Mehdk — B. Iehdkovi: Multiple and Partial Association in Contingeney Tables

The theory of multiple and partial association is developed for a situation with one dependent
variable, which may be of general type. Other variables (independent and intermediating) are
considered nominal. A general type of variable is defined by a matrix of scores that reflects the
relations of dissimilarity among categories. It includes such special cases as common nominal,
ordinal and cardinal variables, geographical variables, multidimensional quantification of cate-
gories, combined dichotomies, i.e.: categories with which we consider relations of neighbourhood,
multidimensional ordinal variables, k-choice variables and many other useful types. In this way,
the model reflects a high degree of generalization.

First, a model for asymmetric association in two way contingency tables having a column
variable of general type and a nominal row variable is considered. The coefficient of explanatory
power is derived from the principle of variability reduction. A simple generalization to multiple
agsociation is also given. Inan example, a comelined dichotomy is used as an illustration of
a non-routine variable type.Next, a notion of partial association is explained and a model for
its measurement is derived: also properties of the 1esulting coefficient are listed. Examples from
practical applications show the chaining of associations, determining of a clean influence of
indivicdual variables on the variability of the dependent one, discovery of hidden associations
and a proceduro for a causal network construction. Some advantages and disadvantages of the
method are listed and the Appendix contains basic definitions and the formulas for asymptotic
standard errors of coefficients. The tables contain coefficients of explanatory power for nominal,
ordinal and cardinal variables (Table A), various possibilities of relations among three variables
with the characterization of the numerical values of coeificients (Table B) and demonstration
how the direct and simple partial association can be generalized to various multidimensional
cases (Table C).
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