Zikladni deskriptivni miry
pro rozloZeni ordinalnich dat

Zikladni typy znakd v praci sociologa jsou
tii: nomindlni, ordindlni a kardinilni. Pro
nominalni a kardinilni znaky mdme k dispo-
zici Yadu statistickych charaktervistik, které
lze dobfe vyuiit pro analytickou prici s daty,
ale pro ordindlni data mame analytickych
prostiedkit daleko méné. Ordindlai data, to
jest realizace proménnych, jejichZ stavy jsou
nekvantifikovatelné, ale usporadané, jsou vel-
mi Gastd pravé v sociologii a ve spoletenskych
viédach viabee. Proto statistickd metodologie
price s témito daty je rozvijena previiné
pravé ve spoleéenskych viédach nebo pod je-
jich tlakem.

Ukolem této stati je predevsim uvést jed-
noduchy model pro préci s ordindlnimi daty,
jenZz umoznuje zavést smysluplné interpreto-
vatelné miry pro tato data a zdaroven umoz-
fivje hlubdi pohled na tyto miry uvedenim
jejich paralel pro data nomindlni a kardindl-
nf. V &lédnku je popsin obeeny postup pti za-
vadéni mér pro rlizné typy dat a jc zde uka-
zano, Zc dobfe znimé iniry pro nominalnf
data (opakovaci pomér, variaéni pomér, mo-
dus, koeficienty 4, 7) a miry pro &iselnd data
(primér, rozptyl, korelaéni pomér) plynou
logicky 7z tohoto modelu. O podobném mode-
Iu uvazovali (i kdyz s dilezitou rozdilnosti)
Light a Margolin [1971], kdyZ zavidéli svou
metodu CATANOVA pro testovdni shody
rozloZzeni nomindniho znaku v réznych po-
pulacich. V této stati neni feSen problém vzi-
jemné, ¢éi jednostranné (symetrické, ¢i asy-
metrické) statistické zavislosti dvou ordinal-
nich znakl; k tomu viz [Rehdk - Rehdkovd
1975]. Pristup pouzity zde pro ordindlni zna-
ky naznaduje také moznost vyvinout ordindl-
ni analyzu rozptylu paralelné s ANOVA (ana-
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lyza rozptylu pro normdlnd rozlozené éiselné
velitiny) a s CATANOVA [Light - Margolin
1971], resp. s analyzou zaloZenou na rozkladu
entropil [Kullback 1967).

1. Uvod

Tt zékladni typy dat jsou dobie zndmy kai-
dému vyzkumnikovi.

Nominalni znak jo model viastnosti, jejiZ
stavy tvorl tiéidy ekvivalence; uw znaku ne-
uvazujeme zadné relace na mnoZing jeho hod-
not. Nomindlni droveil nepiedpoklidd zddné
uspoiddani, tim méné pak jukoukoli kvanti-
fikaci svych hodnot. Viechny mivv. které
pro tento znak odvozujeme, musi byt inva-
riantni k libovolnym permutacim jeho hod-
not. nesméji se ménit pi jakémkoli oznadend
¢i popisu pofadi hodnot.

Kardindlni znak je model vlastnosti, jejiz
stavy jsou usporadiny, a navic nim tato
vlastnost a na$e znalosti umoziluji ptitazo-
vat jednotlivym staviim interpretovatelnd
¢isla. Zobrazeni pievadéjicl stavy vlastnosti
do ¢fselné mnoZiny umoiniuje také ciselné
zpracovani mér vychdzejicich z téchto dat
a citlivych na zmény ¢&iselnych hodnot
znaku.l

Ordindlni znak je model, ktery odrdZi uspo-
raddni mnoziny stavd vlastnosti. Hodnoty
znaku jsou Gplné (linedrné) uspotidany. Pro-
to miry pro tento typ by mély byt citlivé
k permutacim hodnot znaku, tj. ke zménim
jejich uspofadani. Kdybychom méli hodnoty
znaku oznaleny &isclné, pak miry zaloZené
na ordinalité jsou na éiselné zmény nccitlivé,
pokud je zachovano uspofdddni; miry vychi-
zejicl z ordindlniho modelu jsou pro ciselnd

' Pozadavek citlivosti na ruzné typy transformaei jo
dén ¢lenénim kardindloich proméunyeh vzhledem k jed.
noznadnosti uréenf &fselnych hodnot znaku. Ruzné miry
jsou pak ruznd citlivé na zmény: rozptyl sc neméni
8 posunutim poc¢atku &iselné stupnice, korelatni pomér
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se nemdéni s libovolnou linedrn( transformaci, korelaéni
koeficient se noméni s libovolnymi kladnymi linedrn{mi
transformacemi obou znakd a v pFipads, e obd lineirni
transformace jsou zipornd.



data invariantni vzhledem k libovolné ros-
touct transformaci.

Toto zikladni déleni pochdzi od Stevense
[1959]. Podrobndjsi typologii uvddi Rehilk
[1972].

Ordinalni znaky jsou predmétem dlouho-
dobé diskuse a zijmu ve spolecenskych veé-
déch. Je to ziejmdé vyvoldno tim, Ze jejich
vyskyt je zcela béiny v kaZzdém sociologic-
kém vyzkuinu.

V soutasné dobé lze nalézt v
pristupy k ordindlnim datiun:

1. Kritika a argumentace proti pouzivani
ordindlntho modelu; rozbor nepouZitelnosti,
nevhodnosti a nuinfnrnmt.n nosti téchto dat
ve spoletenskovédnim vyzkuma (napi. Wil-
son [1969; 1971]).

2. Zkouméni vlastnosti pseudokvantifika-
ce, resp. jednoduchého skérovant pofadim
kategorie u nisledného ponziti technik ana-
ly'/y pro kardindIni znaky. Jde tu o zkoumna-
ni robustnosti ordindlniho moedelu smérem
k libovolnym rostoucim transformacim zavi-
déjicim Ciselné modely. Dulezité vysledky
tohoto tvpu uvadi Labowitz [1967]. Pro tyto
uvahy je dideiity také vysledek z prace
Goodovy [1972].

3. Snaha vypracovat specidlni miry pro
ordindini data, jmenovité pro ordindlni ko-
relaci a asociaci (odkazy na literatura k to-
muto tématu Ize nalézt v praci Rehdka a Re-
hédkové [1975]), a pro testovdni hypotéz (li-
teratura k tomuto oboru je velice hohatéd).

Viechny tii piistupy jsou velice dilezité
pro rozvoj metodologic scciologické price.
Tato stat md byt piispévkem ke tietimu
piistupu, a to predevsim systematickym za-
vedenim mér variability a analogie ke kore-
laénimu poméru.

Kritika ordindlnich mér ncobstoji, pokud
bude vedena z pohledu dat ¢iselnych nebo
dat kvalitativnich. Ordinalni znaky tvoii ve-
lice &irokou samostatnou (a t¢Z uvnité dife-
rencovanou) kategorit znak(l. Model ordindl-
ntho znaku nelze prosté vyskrtnout z vy-
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zbroje spoleéenského vyzkumu.2 Rozhodnuti
pro typ znaku ¢i pro koneéné skdérovani je
vidy zavislé na zkuSenosti s danou vlast-
nosti, na cilech analyzy a na hlediscich mini-
malizace chyb i vyzkumnych nidkladi. Do-
mnivim se, 7z¢ a¢ miZeme Casto bez velkého
nebezpeéi pouiivat skorovaci metody pro or-
dindlni data [Labowitz 1967], ma smysl a je
nejen uZiteéné, ale i nutné rozpracovdvat or-
dindln{ model pro data jako samostatny, n:
kvantifikaci nezdvisly typ.

2. Obecny model pro zavedeni statlstlcl.jc
charakteristik e

A. Zakladnim pojmem v analyze dat je po-
jem variability rozloZeni dat -- rozloZeni
prvki populace vzhledem k hodnotam dand-
ho znaku. Heterogenita populace 7 vzhleden
k danému znaku 4 je méfena podle toho, jak
jsou si prvky ponulace nepodobmé.

Oznalime hodnoty znaku 4 = {a} a za-
vedeme funkei d(a, b) na mnoziné viech dvo-
jic hodnot znaku. Tato funkce bude charak-
terizovat vzdilenost,® resp. nepodobnost,
rozdilnost téchto dvou hodnot.? Je jasné, Ze
zavedeni funkee d(a, b) zdvisi na typu znaku.
ktory zkoumdme, %e nepodobnost je riznd
u nomindlnich, u ordindlnich 2 u kardindlnich
dat. A pravé vhodné uréeni [unkce d(a, D)
vede k vhodné charakterizaci typu znaku
a k vhodnym mirdm. Zde uvedeme pouze
velice slabd omezeni a obecné pozadavky na
tuto funkei:

1. d(a, a) == 0 pro vdechna a a »Sechny zna-

ky 4;

2. d(a, b) = d(b, a) pro vsechny dvojice (a, 1)
véech znaki 4;

3. d(a,b) = 0 pro wdechny dvojice a, beA;

4. funkce d(a, b) zachoviva rclaci ,,nepodoh
nosti®, tj., je-li delinovina takova relace
nepodobnosti na mnoziné viech dvojic,
pak jsou-li si (a, b) podobné&jsi nez (a’, b’),
d{a, b) =< d(a', b').

? Nolzo napi. pfijmout tvrzeni, Zc ordindlni znak je
mént informativni ne#% kardindlni, aniZ prostudujeme
vlastnost, jiz znak reprezentuje, aniz rozebercme obsah
znaku. Kardinaln{ znak je informativnéj${ pro kvanti-
fikovatelné vlastnosti, u nichZ je adekvatni kvantifikace
znéma. Je tedy nutno brdat v dvahu strukturu vlast-
nost{ (vztahy mezi jejich stavy), ale téz nuse moznosti
kvantitativni strukturu odhalit. JestliZo vlastnost sama
je pouzo ordindlni, pak jeji kvantifikaco jo pouze apro-
ximaci, a tudfz znepresnénim informace; kardinaln{ znak

v takovém pfipadé mude piinddet falesnou (i kdyk zdén-
1ivé bohatou) informaci.

* V tomto é&lanku neméme na mysli matematicky
pojem vzdélenosti, ale rozdilnost znaku nebo dvou je-
dinct vzhledem ke $kéale znaku (k oboru hodnot znaku).

¢ Tato funkce je zérovein mirou nepodobnosti, rozdfl-
nosti & vzdélenosti dvou prvkd z populace », x nichi
u prvniho se vyskytuje hodnota ¢ a u druhého hod-
nota b.
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Tyto heuristické poZzadavky maji jednodu-
chou a piirozenou interpretaci. Dile si pra-
bézné s rozvijenim postupu ukdZeme na pii-
kladech, jak lze tyto pojmy nalézt u zavede-
nych mér pro znaky nominihni a kardindlni.

Priklad 1

4 = {a1, asz, ..., ag} je nomindlni znak o K kate-

goriich.
Zavedeme
(1) d(ai, a;) = 0 pro viechna 4

d(tti, a;) == 1 pro v8echna i + j
Jo-li A naptiklad znak kourend, majici dvé hodnoty
(a1 = kuték, az == nckuidk), pak pro kazdé dva
jedince zavedeme d —~ 0 (j=ou-li oba kuidei ¢i oba
nekutdei) a d = 1 (je-li jeden kutdk a jeden neku-
Fak). Toto pfirozend skoére nepodobnosti je tedy
indikétorovou funkei rtznych hodnot na mnozing
dvojie.
Priklad 2
X = {z} je kardindIn{ znak.
Polozime
(2) d(z, y) = (¢ — y)? pro viechna w, ¥y
Jostlize jo napi. X = {cona ropy} a 7 je soubor
producentd ropy, pak (z — )2 je mirou podob-
nosti dvojice. Takto zavedend funkee je velice vy-
hodnd (i kdyz moznosti je viee) & vede k metodd
nejmensich ¢tverct a k rozkladim analyzy roz-
ptylu.

B. Piirozenou mirou rozplyleni pro popu-
laci 7 je oCekdvané skore d pro viechny dvo-
jice® z populace.8 Je-li {fi} rozloZeni pravde-
podobnosti na hodnotich znaku A4 = {as},
pak vybér dvojice hodnot (a;, a;) z populace
a, ktery odpovidd vybéru s opakovinim,
resp. cesté nezdvislého opakoviani realizace
znaku 4, mé pravdépodobnost

P [vybereme (a;, a;)] = fi . fj pro lib. 4, j
Odekdvand hodnota d(a, b) je tedy dina
3) d =3 3 fifid(as, a;)

& J
Tato mira mé velice jednoduchou interpre-

taci: je to pramérni nepodobnost ndhodné
vybrané dvojice prvka z populace.

Zakladni vlastnosti:

a) Je-li d=-0, pak jsou viechna f;fid(as, a;)=
==0, coz ddle znadi, Ze pro nenulové skére
d(ai, @;) musi byt vahy f, f; nulové, a tudiz
viechny prvky populace musi byt soustiedé-
ny tak, Ze maji nulovi d(a, b). Ve vit&ing
piipada bude d(a, b) — 0 ekvivalentni s ¢ =
== b; v téchto pripadech pujde o stoprocent-
ni statistickou homogennost — wsechny proky
populace musi mit stejné hodnoty znakw.

b) d je tim vetsi, ¢im vetsi jsou fi u vzda-
lencjsich prvka populace.

Priklad 1 (pokr.)

Zavedeme-li pro Khodnotovy znak A rozloZeni
Setnosti {f1, fo, ..., f&}, pak aplikace dofinice (1)
ve vzorel (3) dava

(4) =1—2Xf?

Dostali jsme zndmy opakovaci pomér iako miru
variability pro nomindlni znaky. Tato mira byla za-
vedena C. Ginim uz v roce 1938 (odkaz: [Light -
- Margolin 1971]).

d jo relativni poéet dvojie populace, které ne-
patii do stejné kategorie; pro d = 0 musi byt
Zfi2=1 a to neni mozZné jinak, nei %o pro jedno ¢
jo fi= 1, eoZ znamend, e populace jo soustiedéna
v jedné kategorii znaku.

Priklad 2 (pokr.)

Pro kardinéln{ znak. u ndho# se vyskytuji v popu.
laci hodnoty X = {x;}, zavedeme (3) pomoei (2):

(6) d = Z X fifjlx; — a5)*
i
= 2 2 filas — X)?
T
= 2var X
= 2¢%

X zde znadi aritmoticky primér proménné X a o2
jo bé&Zné oznadeni pro rozptyl (napf. [Rodriguez
1945]).

Nulovéd hodnota d vznikd pravé tehdy, kdyz
véechny nenulové rozdily (z; — z;) maji nulové
vihy fi, fj, tedy praveé tehdy, kdyZ pro jednu z hod-
not z; mame f; = 1 a Zidna jind hodnota se v po-
pulaci uz nevyskytuje.

C. Pro kazdou hodnotu « znaku A = {a;}
mozno zavést pramcrnou vzdilenost vech
prvki populace od této hodnoty:

(6) da = 2 fid(as, @)

¢ Model muze predpoklidat bud vSechny rizné dvo-
jice prvkin kone¢né populace #, nebo vsechny dvojice
prvka (véetnd opakovéani). Dale se musimo rozhodnout,
zda budeme brat vsechny dvojice i vzhledem k uspofa-
dani, nebo pouze dvojice bez ohledu na uspoiadéni.
Rozdily v postupu u ruznych piistupl nejsou nijak pod-
statné a je pouze nutné se pro jeden z nich rozhodnout
a konzistentnd se ho drZet. V dalsim textu piedpokla-
dame pfistup vybéru s opakovanim, takZe dvojice lisicf
8o usporadanim jsou povaZovény za razné. Uvahy v této
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stati so tykaji konelnych znaki. Roziffeni na spojité
znaky a nekoncné znaky diskréini je piimocaré. Da-
vodem pro naSc dobrovolné omezeni je jednak to, Ze
takovy pripad je veo vyzkumu nejcastéjsi, a jednak
snaba vyhnout go znateni pomoci integrdlu, se kbtorymi
neni vétsina sociologi dobie obezndmena.

s Jinak vyjadieno: pramérnd nepodobnost, rozdilnost,
pro vlechny moiné dvojice, které model pfipoufti. TéZ mi-
zeme Fici, Zo se jednd o miru rozptgleni daného statistic-
kého 10zloZent.



Tento ukazatel je mirou centrality a pro po-
pulaci zz. Cim men$i je dj, tim men3i je pri-
mérnd vzddlenost vsech prvki od této hod-
noty. To @, pro néz je d; nejmensi, proto
nazveme stfedem (centrem) rozlozeni znaku 4
pro populaci 7.

Je vidét, ze d mizeme vyjadiit

(1) A Y fuld,
Ptiklad 1 (pokr.)

Pro nomindlni znak je
(8) di = 1—fa

a minima jo dosaZeno pro «, pro ndz je fi maxi-
mélni, to jest pro modus. Dostdvime tak modus
jako stied rozloZeni pro nomindlni znaky.

Ptiklad 2 (pokr.)
Pro kardindlni znak je 7
d; = Zfi(r; — @)®

a tato hodnota je minimalizovina pro aritmeticky
pramér ~
X = Zfiz;

ktery jo tak stfedem rozlozoni. Toto b&zné zavedeni
viak je presné pouze pro pfipad, %Ze X chdpeme
jako spojity znak, u ndhoz je X ptipustnou hod-
notou. Jde-li o diskrétni hodnoty z; (naptiklad celo-
¢iselné proménné), pak za stied rozloZeni jo nutno
vzit celé éislo nejbliZéi k aritmetickému priméru (za-
okrouhlené X, jsou-li a; celotisclna).? Pro toto
¢islo X* plati, Ze jecho mira centrality di. je noj-
moens{ mezi viemi hodnotami d;,.

D. Minimdlni hodnotu d*, pripadajici stte-
du rozloZzeni, miZeme vzit téz za miru roz-
ptyleni; tato mira mékl koncentrovanost ko-
lem stiedu a.

9) % = min dj
= d=
e pa—
= Xfid(ai, )
Mira vyjadfuje pramérnou nepodobnost,
vzdédlenost vSech prvki od stiedu.
Jeji vliastnosti:
a) je nulovd pravé tehdy, kdyz vSechny
znaky maji nulovou vzdalenost od a;
b) je tim vétsi, ¢im vétsi detnosti maji
hodnoty vzddlencjsi od sti'edu rozlozeni.

Priklad 1 (pokr.)
Pro nomindlni znak je
(10) d* = 1— fmoa

kde farea je éetnost modalni kategorie v rozloZen{
{fi}; d* jo zndmy variaéni pomér.

Pfiklad 2 (pokr.)
Pro kardindlni spojity znak X jo
(11) d* = 62 = Zfy(x; — X)?
kde X jo aritmeticky pramér.
Pro diskrétni X — {@;}, u nchoZ nepripowitime
Z&dné hodnoty mimo {3}, je
(12)  d*= Zfifa; - X*)2
~ Sflas— X)? + (X — X2
=igRief (X — XF)R
kde X* je eclé tislo nejblizdi k X.

I8, Déle se budeme zabyvat rozkladem po-
pulace na oblasti a explana¢ni silou rozkladu.
Predchidzejici miry mély predevsim deskrip-
tivni roli. Variabilita viak je zdkladni pojem
pro statistické zkoumdani empiricky se proje-
viviich kauzélnich vztahtt a pro cxplanaénd
cile analyzy. Bézny postup spo¢ivd v tom,
ze sc spoCitd zvIast variabilita v kazdé ob-
lasti, pot¢ sc spoditd pramérnd variabilita
uvniti téchto oblasti a nakonec se porovnd
s eclkovou variabilitou v populaci. Tento po-
stup je zdkladem pro zavedeni indexu aso-
ciace rozkladové proménné a daného zna-
ku A. Tento index muZzeme nazvat obecné
indexem explanativni sily rozkladw. BéZné se
konstruuje jako relativni redukee variability:
(13)

variabilita prumérnd variabi-

s (v celé p()pulaci)_ lita v oblastech
B variabilita v celé populaci

Obeené vlastnosti indexu:8
-

a) Index je definovdn jen pro ptipady, kdy
existuje nenulova variabilita v eelé populaci.
- b) Jestlize variabilita v oblastech vymizi,
pak index je roven jedné.

Mc) Jestlize variabilita je stejnd ve vSech
oblastech a je stejnd jako variabilita v celé

? Tim ovSem nemé byt fedeno, Ze aritmeticky primér
je &patnd mira pro diskrétni proménné. Také ho v této
souvislosti bézné pourivame, a i kdyz jeho pouZiti ne-
musi byt vidy zcela ,,éisté, mame pro né fadu dobrych
duvodii. Rozdil mezi aritmetickyin pramérem a za-
okrouhlenym arirmetickym pramérem oviem vyvstane
jasné pii predikéni interpretaci tohoto modelu.

3 Vhodnost indexu (13) zde nebudeme hodnotit obee-
né; jebo vlastnosti nutno posoudit zvIdit pro kazdé
d(a, b). Zilezi na tom, zda pramérnd variabilita je nutné
mensi nez celkova variabilita, na tom, jakd je intepre-
tace d(a, b), pouzité miry variability apod.
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populaci, pak je index roven nule. Index je
v praxi aplikovin jak pro d, tak pro d*.

Zavedme pro daldi uvahy jednotnd ozna-
Ceni:
A = {az} je znak s hodnotami a;.
Ji je pravdépodobnost vyskytu hodnoty «;
v populaci 7.
R = {R;} je rozkladovy znak, ktery ddli po-
pulaci na oblasti 7.

Dalsi oznaceni:
Jir je podminénd pravdépodobnost vyskytu
hodnoty a; v rté oblasti 7, rozkladu I2.
gr je rozlozeni na znaku R, tj. relativni Cet-
nost pifslusnd k hodnoté R, rozkladového
znaku,

Index (13) pak lze piepsat jako

2, r_ (I(A)_ E{]Td(j_{/'[.’b = 7)
(lia) O gt
neno
(13b) 87— ) — Tord™A|Rs = 1)

a*(4)

kde d(4) odkazuje k w a d(4/R; = r) odka-
zuje k ;.

Pé#iklad 1 (pokr.) )
Je-li 4 nominalni a R rozklad, pak aplikace miry
(4) na (13), tj. uréeni (130,) vede k Wallisovu
koeflcientu t4/r; aplikace miry (8), tj. pouZiti vzor-
co (13b), vede k Asr (k tomu viz podrobnd [Re-
hék - Rehékova 1973], kde jsou té%z reference na
pivodni price). § 4

.

Psiklad 2 (pokr.)} -
Pro kardinélni znak X, ktery povazujeme za spo-
jity, vede aplikace (13a) 1 (13b) ke korcladnimu
poméru 7)3», r; PP diskrétnim chdpdn{ ¢iselného zna-
ku bychom museli provést korckee v3ech pouiiva-
nych rozptylt v duchu vzorce (12).9

F. V avahu pfichazi také tento predikéni
model:

1. Uréujeme hodnotu znaku 4 nihodné vy-
braného prvku z populace sz podle pravidla
zalofeného na {fi}K,. ti. na pravdipo-
dobnostnim rozloZeni na hodnotdch znaku 4.

2. Je-li ddno R a u nahodné vybrandho
prvku znime jeho tfidu B, (oblast 7,), pak
ur¢ujeme hodnotu znaku pro tento prvek po-
moei rozlozeni {fi}&,.

3. Kvalitu predikece (prifazené hodnoty)
vyja,dlu]o pro vybrany prvek funkee d{a, b),
kde a je hodnota prifazend podk predikiéniho
pravidla a b je skutend hodnota.

4. Oc¢ekdvand chyba predikee (nr”lm(wna"
chyba) je mirou valmblllty popilace. Cim
neurCitéjsi je predikee, tim rozptylenéjsi je
populace.

5. Relativni ubytek chyby predikee pii
znalosti a bez znalosti hodnoty R, je mirou
informac¢niho p¥inosu znaku 2 pro znak A
a mirou predikéni sily znaku R pro znak .1
vzhledem k danému statistickému rozlozeni.
Zéroven muze byt tato mira chdpina jako
mira asymetrické statisticke zdvislosti 4 na
R. Takto vzniklé miry se nazyvaji PRE-miry
asociace (proportional reduction in error).

Predikéni pravidla miZeme uvést dvé:

1. proporciondlni predikce: hodnotu pfita-
dime nahodné, s pravdépodobnostmi stejny-
mi, jaké jsou pravdépodobnosti rozlozeni
znaku;

I1. optimdlni predikce: piivazcnou hodno-
tou je optimalni prediktor, tj. hodnota, kterd
minimalizuje chybu.

Predikéni chyba d(a, b), kterou miZemo
chépat také jako ztritovou funkei prediké-
niho rozhodnuti, je uréena podle typu znaku
a cile predikéniho rozhodovéni. Pro statis-
tické rozhodovini mutZeme zavést funkei
d(a, b) obdobn¢ jako ve vySe popsaném
modelu.

Hodnota d ve vzorei (3) ukazuje kvalitu
pravidla I, d¥ ve vzorci (9) ukazuje kvalitu
pravidla 1I. Stfed rozloZeni je optimdlnim
prediktorem, index (13a) je redukei predike-
ni chyby pro d a (13b) pro d* pii znalosti R.

Priklad 1 a 2 (pokr.)

Vyse zavedena skorc nepedebnosti d(a, b) pro no-
mindlni a kardinalni znaky lze pouZit stejn¢ dobio
jako ukazatele kvality predikece. Viechny odvozené
miry pak maji predikéni interpretace a kocficienty
statistické zdvislosti maji PRE-interpretace.

3. Ordinalni znaky

OrdindIni znak vznikd jako ptifazeni hodnot
7z Uplné uspoiddané mnoZiny 4 ke stavim
vlastnosti 4, tj. zobrazeni 4 na A. Ve vy-

* Zde rozebirame modely, a proto je tfeba rozliSovat
modol spojity a diskrétni, V praxi vyzkumu viak zfejmé
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miizeme takovou miru korekee u diskrétnich znakil za-
nedbat, nobot numerické hodnota se méni nepatrng,



zkumné praxi ordindlni znaky vétiinou ana-
lyzujeme tak, Ze pouzividme techniky pro
znaky nomindlni (chi-kvadréit-test), nebo tak.
Ze pouzivame skérovini kategorii a techniky
pro ¢ciselné proménné. Vyjimkou z tohoto po-
stupu jsou koeficienty ordindlni asociace.

Diive nez navrhneme vlastni popisné miry
pro ordindlni data, viimneme si nékterych
zakladnich vlastnosti a tim i vnitiuf diferen-
ciaco ordindlnich znakt.

Ordindlni vlastnosti (vlastnosti s uspoid-
danymi stavy) mohou byt chapdny jako d’is-
krétni (rozpojité), nebo kontinudlni (spojité).

Diskrétni ordindlni vlastnosti jsou napi.:
— hodnost v armadé
— funkén{ zafazeni v organizaci
— stupen ukondencého Skolntho vzdélani
— akademickd a védeckd hodnost
— postaveni v kastovnim systému
— Vysledky Guttmanova skélovactho po-

stupu

Spojité vlastnosti jsou napf-.:

— spokojenost s praci

— schopnost Fidit organizaci
— stupeil plizpusobivosti

— inteligence

— sportovni vykonnost

Rozpojitost, ¢1 spojitost chapdni ordindlni
vlastnosti ovsem jeSté neznamend, Ze takd
jejl znmak musi byt rozpojity, ©¢ spojity.
Mnohdy je dost obtiZné uréit (¢i zavést pred-
poklad), zda znak (proménni) je spojity, &
diskrétni (napf. stadia vyvoje, generaéni roz-
vrstvend, velikostni charakteristiky, statis-
tickd asociace dvou proménnych pro konet-
nou populaci). 'V takovém pripadé se rozho-
dujeme pro model na zakladé vyzkumné zku-
senosti, mtuice a dostupnosti statistickych
technik.

Duta o spojitych vlastnostech tvofi sesku-
peni, nebot jednotlivee vétsinou neni mo7no
nasimi méficimi prostfedky rozlisit a nenf to
ani nutné, protoze uz metodologii dotazu
spojitou vlastnost diskretizujeme. Tak do-
spivdme k situaci, kdy ziskand usporadand
kategorizace je podloZena kontinuem.

Na druhé strané i jasné diskrétni vlastnost
(napt. hodnost v armddé & funkee v organi-
zaci) miZe byt indikaci jiné, spojité vlast-

nosti (napi. odbornych schopnosti nebo doby
sluzby). V takovém piipad¢ optt mubieme
hodnoty diskrétni vlastnosti povaZovat za
skupiny vzniklé na urcitém kontinuu. e

V modclovém piistupu je nutno nakonec
brat v uvahu i zplisob, jak seskupovani stavi
spojité vlastnosti vznikd. Bud muZe byt
zpusobeno skute¢nou nerozliSitelnosti, nebo
k nému mitze dochazet na zdkladé jistych
kritérii; tak muze vzniknout ordindlni znak
napl. i z ¢iselnych méfeni (vékové hodnoty
miizeme kategorizovat na déti, mlddez, mla-
dé plnoleté, stiedni vék, skupinu pied dii-
chodem, diichodce) nebo z grafickych zjiste-
ni (metoda sémantick¢ho diferencidlu). Na
druhé strané¢ mize byt kategorizace piedem
dina (uzaviené otdzky tykajici se spokoje-
nosti, hodnoceni, $kolni klasifikace).

O dilc uvedenych dvou modelech, tj. dis-
krétnim a spojitém znaku, proto vitbec neni
jednoduché rozhodnout, ktery z nich je pro
danou situaci vhodnéj§i. Pro autora této
stati jo hlavnim kritériem to, zda ke katego-
rizaci dochdzi s apriornim zdmdérem, ¢ na
zdkladé aposteriorniho (po méfeni) rozdéleni
kontinua.

4. Charakteristiky dat diskrétniho
ordinalniho znaku

Postup zde aplikovany sleduje obecny pii-
stup k zavedeni mér, vypracovany v Cdsti 2
této stati. To jednak umozni posouzeni vhod-
nosti modelu srovndnim s jinymi typy znak
a jednak ukdie na paralelnost jednotlivych
mér.

Jedté pfed uvedenim modelu samého si za-
vedeme dalii oznadeni pro distribuéni funkee:

4
F@:ij pro ¢ = 1,2,...
j=1

3
Foyp=Xfir pro i=12,...
J=1
a pro vsechna r

Ordinéln{ znak B = {b;} bude mit hodnoty
{b1, be, .. ., bx}, uspotddané podle rostoucich
hodnot indexu.1¢

A. Urteni charakteristiky nepodobnosti,
rozdilnosti ¢i vzdalenosti dvou jedinct popu-

1V zajmu jednoduchosti pfedpoklidame, Ze znak B
je konedény. Veskeré uvahy ovSem lze snadno rozsifit
na spodetné znaky, a tak vicchny vysledky lze napi.

aplikovat na diskrétni celodiselnd rozdéleni, jako je
Poissonovo, geometrické, negativaf binomické, logarit-
mické apod.
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lace vzhledem ke znaku B musi vychdzet
z heuristickych pozadavk a musi charakte-
rizovat diskrétni ordinalitu znaku. Budeme
zde vychdzet z funkce

(14) d(b;, by) = |¢ — j| pro vsechna 2,3

To znamend, e rozdil mezi dvéma prvky je
dén poltem kroki, které musi ucinit jeden,
aby se dostal na pozici (Groven) druhého.
Napf., jsou-li b3 a by tieti a Ctvrty stupen
armdadnich hodnosti, pak rozdil mezi dvéma
osobami s hodnostmi b3 a by je jeden stupen;
osoba s bz musi byt jednou povysena, aby
se dostala na stupen bs. Je-li B znak spoko-
jenosti, pak dva respondenti s hodnotami b2
a b3 se li§i o jeden stupen spokojenosti.

Tato neparametrickd funkce je nezdvisld
na prifazeni skére ke kategoriim b;; je tedy
(a téZ vse, co je z ni odvozeno) invariantni
k libovolné rostouci transformaci hodnot
{bs}, jsou-li tyto hodnoty vyjidieny &iselns.

Model se nehodi pro pripad spojitych dat
seskupenych pro svou nerozliSitelnost. Hodi
se tedy pouze tam, kde je pfedem dina kate-
gorizace, at uz diskrétni podstatou dané
vlastnosti, ¢i vznikli metodologickou nebo
teoretickou apriorni diskretizaci spojité vlast-
nosti, napi. pomoci uzaviené otizky ¢i se-
skupovaciho pravidla. Diskrétni ordindlni
model je tedy vhodny jako uspofddand klasi-
Jfikace, a to bud s podloZenou latentni spoji-
tou proménnou, nebo bez ni.ll

B. Mira variability pro diskrétni ordindln
znak muze byt proto zavedena jako veli¢ina
. iR ed .

(15) d = dorvar B =33 fif;li — j!
. @ F

3
(16) =2 ? Fi(l — Fj)
Tato diskrétni ordindlni variance znaéi pra-
meérny pocet kategorii, o né% se 1i§i dvojice
prvki populace .12
Jeji vlastnosti jsou obdobné jako u obeené
miry:

a) d =0, pravé kdyz vsichni jedinei po-
pulace patii do jedné (libovolné) kategorie;

b) d je tim vétsi, ¢im vétsi hodnoty f; jsou
umistény u okrajovych kategorii znaku B, to
jest, vysS§i vihy mdme u velkych rozdila
[ — .

C. Mirou centrality hodnoty 0; je df =
= 2 filj — i|. Jak je moZno ukézat podle

J

[Gini 1970], tato mira nabyvé pro ; minima,
které nazveme medidnovou kategorii,'3 ozna-
¢ime bys a uréime takto:

(17)  bar je hodnota znaku, pro niz
FM—1<0;5’FM2075 a fﬂif>0

Medidnovéd kategoric je tedy centrem rozlo-
zeni diskrétniho ordindlniho znaku.

D. Jako dal§i miru variability muzeme
vzit kocentraci dat kolem mediinové kate-
gorie, tedy

(18)  d* = Dorvar B = Sfili — M!

kde M je mediinova kategorie.

Tato mira ma stejné vlastnosti jako d dané
vzorcem (16). Mira d* = Dorvar je pramérny
pocet kategorii, o které se li§i prvky popu-
lace od centra rozlozZeni.

K obéma mirdm variability jec nutno po-
znamenat, Ze to jsou miry spjaté s danou
kategorizaci. Jestlize zjemnime kategorizaci,
tj. uréime vice t¥id, pak se¢ mira zméni. Po-
kud je znak odrazem rozkladu kontinua, pak
velice zdlezi na tom, na kolik kategorii je
rozloZzime. Provedeme-li takovy rozklad a po
zjisténi dat pro danou populaci se ukdze, ze
jedna z tfid je prdizdnd, pak ji memdZeme
prosté vynechat anebo slouéit se sousedni
kategorii, aniZ provedeme obsahové piehodno-
cent znakuw a tim miry. V této vlastnosti

1 Nutno poznamenat, Ze vétsina potfadovych metod
neparametrické statistiky, napf. mediinovy test, Spear-
mantuv a Kendalliv koeficient pofadové korelace nebo
Wilcoxonuv test, odpovidajf nikoli diskrétnimu, ale spo-
jitému chépani proménné, kterd je po méieni bud roz-
délena do tiid, nebo jsou u nf konstatovdna spojend
potadi. RozloZeni takovych statistickych testd, koefi-
cientli apod. ve vétSiné diskrétnich pi{padld neni zndmo
8 stejné testové statistiky pro uvedené dva modely se
mohou navzéjem lidit rozloZzenim a kritickymi hodnotami.

# Prijetf, ¢i zamitnuti modelu padi s pFijetim, &i za-
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mitnutim funkee d(a, b). VSe ostatni je jednoznalné,
tak jako u jinych typa znaki. Domnivam se, Ze zave-
deni d(a, b) timto zpusobem je logické a Ze pln¢ odpo-
vida chépani modelu. Tak jako u pomindlnich a kardi-
nélnich znakd, i zde je funkee d(«, b) zavedena ncjjed-
noduddim moZnym zphsobem. — Zkratka dorvar znadi
diskrétnt ordindlnt varianci.

13 Medidnové kategorie jo takovd, do niz by vstoupil
prostiednf ¢len populace uspofddané podle hodnot
znaku B,



a pozadavku je vidét zdkladni interpretaéni
rozdil mezi spojitymi a diskrétnimi daty.

E. 1. Aplikaci vztahti (13a) a (13b) a pre-
dikén{ interpretace dostaneme dvé asyme-
trické asociace mezt nomindlnim znakem
(rozkladovym znakem R) a danym diskrét-
nim ordindlnim znakem B.

Koeficient proporciondlni predikce:

R K
2 0r 2 Fepr(1 — Fir)
r=t -1

B =1-— -— K
.ElFi(l — Fq)
1=

(19)

Koeficient optimdlnt predikce:

R K
2 9r 2 fyrlt — ﬂ{rl
ﬂE/R: 1 — r=1 i=l.
Sfili — M|
kde M je pofadi medidnové kategorie by;
v populaci 7 a M, je pofadi medidnové ka-
tegoric by v rté oblasti rozkladu R.
Diskrétni ordindlni variance dorvar [viz
(15) a (16)] md podobné rozkladové vlast-
nosti jako ANOVA pro kardinilni znaky
a CATANOVA, kierd je toésnd spjata s Wal-
lisovym t4/p [Light - Margolin 1971; Margo-
lin - Light 1974].
Muzeme psat

(21) Sl — )=
= 3 gr2 Fiye(l — Fyyr) +

* t
]
]

2 2 9 Fyr — Fy)?
iy

(20)

Tento vyraz je analogicky zndmému T'SS =
= W8S +— BSS z analyzy rozptylu (celkovy
soudet Ctvercit je roven soudtu étverett uvnitf
oblasti plus souétu Stverctt mezi oblastmi).
Druhy ¢len je vddeny soulet tverch cuklei-
dovskych vzdélenosti distribucnich funkef
jednotlivych rosloZeni v oblastech a distri-
fuéni funkce rozloZeni v celé populaci. Je
mozné jej vvjadiit téZ takto:
KR

(22) S STy — Fo2 =

R R K
=132 9:9s 2 (Fiyr — Figs)?

r 8 4
Obé strany vyjadfuji zdkladni interpretace
variability mezi oblastmi, tedy analog BSS;
prava strana ukazuje, Ze tento Clen je vaze-
nym soudtem cukleidovskych vzddlenosti
véech dvojic podminénych distribuei v ob-
lastech rozkladu R. Lze tedy ocekdvat, 7e
bude moZno vypracovat neparametrickou
metodu DORANOVA, paralelni s analyzami
rozptylu pro kardindlni a nomindlni znaky.

Tyto vlastnosti ukazuji, Zo k obecnym
vlastnostem koeficientu (13) mtZeme pro f§
plipojit jedté dalsi dilezité vlastnosti:

d)o=p=s1.

e) f = 0 mé za ndsledek, Ze viechna pod-
minéné rozloZeni jsou stejnd, tj. Ze B je na
R statisticky nezavislé.

f) =1 mé za nasledek, 7e veskerd va-
riabilita ve v8ech {n,} vymizi. To znamen,
%e predikce B za pomoci I je jednoznaénd;
statisticky vztah je nahrazen Gplnou jedno-
znatnou funkéni zévislosti B — B.

5. Spojity ordinadlnf znak

Spojity ordindlni model predpoklddd, Ze
vlastnost je kontinuem a Ze seskupovéni je
samovolné; je zpiusobeno bud nedostateiné
citlivym méticim aparatem, nebo aposterior-
nimi Uvahami vyzkumnika. Typickym pii-
kladem je rozdélovdni sportovelt do skupin
podle vykonu (vykon je spojitd proménnd);
skupiny se vytvareji tak, Ze s¢ seskupi spor-
tovci piiblizné stejného vykonu a sportov-
nich schopnosti. Jinym ¢astym postupem je
seskupovani nezavislych objektit (vybéro-
vych soubort), u kterych sc pii testovani
statistické hypotézy o rovnosti, ¢i riznosti
nékteré miry stfedni hodnoty neukazaly sig-
nifikantné rozdilné vysledkyv. Nakonec uved-
me seskupovini pomoci seskupovaci analy-
zy14 nebo pomoci obsahové analyzy (oboji je
postup aposteriorni — po ziskdni dat).

Na tento typ znaku lze aplikovat viechny
pofadové metody neparametrické statistiky
s jejich modifikacemi pro realizovand spoje-
ni. Jejich modely odpovidaji spojité veli¢ing

M Seskupovaci analyza jo nazev vhodny pro metody, Autor jej navrhuje po diskusi s pracovnikemn Ustavu

které se v anglické odborné literacuie nazyvaji cluster
analysis, clustering method nobo mathematical taxonomy.

pro jazyk Cesky Csav.
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a nihodnému vytvifeni skupin nerozliditel-
nych ¢ a posteriori sloutenych pozoroviani.
Dile, stejné jako v predchdizejiei ¢isti, bu-
deme postupné sledovat obecny model z ¢és-
ti 2. Pro viechny zavéry je oviem nejduleZi-
t6j8i opét oddil A, ve kterém se zavadi mira
nepodobnosti dvou prvkit populace.

A. Vzdilenost ¢éi nepodobnost dvou jedin-
¢l populace nelze zde zalofit na hodnotdch
znaku samyjch, nebot jednak je znidma pouze
informace o usporddani a seskupovani prvka
a jednak jakékoliv miry musi byt zcela in-
variantn{ k libovolnému roztazeni &i libovoi-
né rostouci transformaci $kily. Proto zave-
deme vzddlenost dvou jedinci jako obekdvany
polet jedincit, kieri jsou mezt nimi. Je-li nyni
A4 spojity ordindlni znak, jenz vytvofil se-
skupeni, oznadfend a; a usporddana podle ros-
touci hodnoty indexu ¢ (4 == {a;}), pak je-li
Ji relativni detnost hodnoty znaku a; (resp.
pravdépodobnost, Ze ndhodné vybrany prvek
je ze skupiny a;), definujeme:

j=1 ,
@8) dleva)= g fi+ T fit
=i+
pro j>1
d(ai, a;) = d(a;, ;) pro ¢ >j
d(a;, a;) = 0 pro vSechna ¢

Prvni vyraz miZeme plepsat téZ jako

(24)  dla,ap) = §fi + (Fj— Fi) 3
= 3(Fj1+Fg) — W Fe-1+Fy)

B. Pro zavedeni miry variability (3) po-
uzijeme vztahu (7). To znamend, %e nejprve
uréime dy, ze (6):
(25) dm=(Fn— %) Fu-1—14)+ i
Pouzitim (7) dostancme ,,miru variability*
spojitého ordindlntho znaku:
(26) d = corvar =

17:¢
= Efm(Fm - %) (Fm—l - é) + 1]4

m=1

C. Lze ukdzat, Ze vyraz (25) nabyvd mi-
nima pro index M, ktery je ¢islem medidnové
skupiny (kategorie) znaku 4.

D. Proto druhd ,,mira variability** spoji-
tého ordindlniho znaku je

(27)

dy, -~ Corvar =

= (Fay — %) (Fae-1 — 3) + §

O variabilit¢ ¢i rozptylenosti dat vzhledem
k hodnotdam znaku vsak zde musime mluvit
pouze velice opatrné, vzhledem k libovolnosti
§kdl vlastnosti. Proto zde mizeme mluvit
spife o mife kvality predikce medidnovou
kategorii (27), popt. o mire scskupeni dat
(26) a proporcionalni prediktabilité. Hodno-
ta d totiz znadi priumérné procento osob z po-
pulace (aZ na faktor sto), které se vyskytnou
na Skédle mezi dvéma nihodné vybranymi
osobami. Cim je toto &islo mensi, tim sesku-
penéjsi jsou data ve skupindch (tim méné je
tu kategorii). Proto je d ukazatelem neurti-
tosti rozloZeni, resp. jeho variability, pouze
v uvedeném smyslu. Je oviem obtiZné najit
jiny obsah variability pro data tohoto typu.1%

Vlastnosti miry corvar (26):

a) je rovna nule, jestliZe vcchna data spa-
daji do jedné skupiny;

b} je tim v&tsi, ¢im ,rozptylenéidi’ jsou
data, tj. ¢im méné seskupend data dostd-
vame;

¢) na rozdil od dorear — variance pro dis-
krétn{ ordindlni data — jc tato mira necitlivé
na vloZeni, ¢i vynechdni libovolného poétu
prazdnych kategorii mezi dvéma skupinami.

Z vlastnosti ¢) plyne, Ze kdybychom tuto
miru aplikovali na uspofdédanou kategorizaci,
pak bychom prizdné kategorie mohli vyne-
chat (vzorec je vynechdvd automaticky).!6

Druhd mira — Corear (27) — méa tyto
vlastnosti:

a) je rovna nule, jestlize se viechna data
soustfed{ do jedné skupiny (to znali perfekt-
nf prediktabilitu);

b) je tim vétsi, ¢im mendi je obsazeni me-
didnové kategorie;

¢) je necitlivd na obsazeni nemedidnovych
kategorii.

Viastnost a) ma obdobu ve vlastnosti va-
riacniho poméru (1 — fareq), pouzitelného
pro nominglni znaky. Corvar i varia¢ni po-

% Maximélnt varianci corvar bychom dostali pro po-
pulaci absolutné sefazenou do pofadi. Proto vyraz
dldpmqz je viastné indexem seskupenosti dat.

¥ Tuto vlastnost mé napf. Spearmantv koeficient
pro kontingenéni tabulky a téz viechny miry zalotené na
rozdilu mezi pottem shod & podtem neshod (obvykle o-
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znaéeném P — Q), jako je Goodman-Kruskalovo gama,
Kendallove 1, Sommersovo d. VSechny tyto miry
také maji v podtextu spojity model, na ndjz jsou apli-
kovatelné (i kdyz se pfi odvozovdni na spojity ptipad
neodvolavejl),



Tabulka 1: Rozlofent Cetnosti a distribuéni kumulationi funkce rozlofeni ndvétévnosti koncertd ,.pop-music*,
dbezoré a taneéni hudby (v %, distribuéni funkee + zdvorkdch)

| Nazev a &islo kategorio odpovédi Ya- |
Nena- | Ix za | 2—3x | 4—-6%x | 1xza | 1X za | 1X za . stou1)<-;1i.
Oblast vitdvujey sezénu 28 za mésic | 14 dni | tyden | Soulet | oblasti .
sezdénu | sezénu v popu-
(1) (2) (3) (4) (5) (6) (7) laci |
B [
Osoby mladsi i ‘
nez 30 lot 33 21 24 6 6 — 100 30 I
(1) (33) (54) (78) (88) (94) | (100) | (100) ;
Osoby ve véku
30 a vice lot 81 7 12 —_ — - — 100 30
(722) (81) (88) | (100) | (100) | (100) | (100) | (100) ;
!
Cela populace 37 14 18 3 3 — 100 100
(m) (57) (i) (89) (94) (97) | (100) | (100) |

mér s¢ hodi jako charakteristiky variability
pouze Cistelné; v praxi je mozno je pouiit
pro prvn{ informaci.

E. F. Nakonec néas zajimaji koeficicnty
souvislosti s rozkladovym znakem E. Aplika-
ci vzorce (13a) dostaneme koeficient propor-
ciondlni predikee:

(28) wsR =

R
(X 9r Z firrlFipr — ) (Foyyr — P+ 4

Obdobne¢, aplikaci vzorce (13b), dostanemo

(29) afyr =
R
= Or(FM,.f’r — %) (FM,_I/r —H] +1
=1 "

(Far — 5 {(Fry1— 3+ 3

kde M je pofadi medidnové skupiny v celé
populaci = a M, je pofadi medidnové skupi-
ny v oblasti 7., tj. Cislo, které slouZi pouze
k identifikaci medidnové skupiny a tim p¥i-
slusnych hodnot funkee Fy/7; plitom neni da-
lezité, zda se Cislovdni vztahuje k Cislovani
skupin v o7, ¢éi zda se vynechdvaji ty skupiny,
které v oz, mizi.

Vlastnosti koeficientu ap/r pro asymetric-

" Data tabulky jsou vzata ze sociologického vyzku-
mu, rozloieni vSak jsou zfskana jako ndhodny vybér
z puvodnich, rozsihlych dat. U znaku, ktery je uveden

kou statistickou zdvislost mezi nomindlnim
rozkladovym znaskem R a spojitym ordin:il-
nim znakem B:

a) index je aplikovatelny pouze tehdy,
jestlize variabilita v B je nenulovd, tj. jest-
lize existuji alespon dvé¢ obsazené nenulové
skupiny (kategorie);

b) jestlize v jednotlivych oblastech R, se
vyskytuje vidy pouze jedna skupina, pak jo
predikee na zdkladé znalosti Ly jednoznaénd
& UB/R — 1;

c) ap/r = 0, pravé kdyz B je nezivislé
na .

Vlastnosti koeficientu a*g;p:

plati a) 1 b);

¢) jestlize B je nezdvislé na R, pak
a*pr = 0.

Oba koeficienty jsou v mezich mezi nulou
a jednickou.

6. Nomerieky ptiklad

Na prikladu si ukiZeme postup vypolta pro
viechny charakteristiky ordindlnich znaka
zavedené v této stati. Na jedné kontingenéni
tabulee si ukdZeme vypodéty pro oba modely:
spojity 1 diskrétni. Z instruktivnich duvoda
jsou uvedeny i mezivypolty a ruzné kon-
troly.
Vychozi je tabulka 1.17

v tabulce, je téizké se rozhodnout pro jakoukoli kvan-
tifikaci, nebot kategoric odpovédi nejsou dobte kvanti-
fikovatelné (vzhledem k ncuréité delce sezény).
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Tabulka 2: Viyrazy (1 — F) pro jednotlivd pole tabulky 1

. Kategorie 5
Sas (1) (2) ® | @ (5) (6) (1) Gaorsar) 9
Ty .2211 .2484 1716 1056 .0564 .0000 .0000 .8031 .50
T2 L1539 1056 .0000 .0000 .0000 0000. .0000 2595 .50
n .2451 .2059 .0979 .0564 .0291 .0000 .0000 6344 S313

1. Vypoctet koeficientu fp/r zahajujeme
sestavenim tabulky 2.18 Je zbyteéné vyrazy
F(1 — F) nasobit dvéma, nebot pii vypoctu
koeficientu asociace se tento faktor zrudi.
V poslednim Fidku a poslednim sloupci uve-
dené tabulky je hodnota

29y ZFi/r(l — Fyyy) =
= 0,50 x 0,8031 4 0,50 x 0,2595 = 0,53130

Dosazenim do vzorce (19) dostaneme

0,6344 — 0,5313
0,6344

= — 0,1625

Provedme jesté kontrolu rozkladu diskrét-
ni ordindlni variance pomoci vzorcit (21)
a (22). Nejprve vypotitdme vyraz

% = Zgrgs Z(Fi/r —_ Fi/s)2 =0, X 0,5 X
% 0,5 X 2[(0,33 — 0,81)2 4 (0,54 — 0,88)2 +
+ (0,78 — 1,00)% + (0,88 — 1,00)2 -

+ 0,94 — 1,00)2 + (1,00 — 1,00)2
+ (1,00 — 1,00)2] = 0,25 X 0,4124 = 0,1031

A nyn{ musi platit souctové vlastnost

Zgr 2Fye(1 — Fyy) = 0,5313
3 2 39,95 Z(Fiyr — Fys)? = 0,1031

2F(1 — Fy)

Posledni, soudtovy Fddek se rovnd § dorvar B.

2. Vysledky vypoltit mér centrality a mér
Dorvar jsou uvedeny v tabulce 3.19 Miry
centrality pro vSechna pole jsou uvedeny jen
pro ilustraci. Nebyly k dalsim vypo¢tim pro

= 0,6344

Tabulla 3: Miry centrality Xf;|j — i| pro kaZdé pole tabulky 1

VKategorie
Oblast = Dorvar
m @ | ® (4) ® | (7)
|
T 1.53 1.19 1.27 1.83 2.59 3.47 4.47 1.19
|
T2 31 .93 ’ 1.69 2.69 3.69 4.69 5.69 31
|
! g 92 1.06 1.48 2.26 3.14 4.08 5.08 .92
[ i

1 Hodnoty v polich tabulky se vypocitaji dosazenim
do piislusného sou¢inu F(1 — I'). Nap¥. u oblasti osob
mladdich nez 30 let bude pro prvni pole (nenavitévuje)

Fiy1(1 — F11) = 0,33(1 — 0,33) = 0,2211
Pro druhé pole je
Fap1(1 ~ Fgr1) = 0,54(1 — 0,54) = 0,2484
Pro celkové rozloZeni a &tvrté pole (4— Gkrit za sezdnu)
je hodnota
Fy(l — Fsg) = 0,94(1 — 0,94) = 0,0564
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» Vypoéty hodnot v tabulce muZeme ilustrovat napt.
pro &tvrté pole prvni oblasti:
Ifyilj — 4 = 0,33]1 — 4] + 0,21|2 — 4| +
+ 0,243 — 4] + 0,10]4 — 4] + 0,06|5 — 4| +
+ 0,066 — 4] =3 x 0,33 + 2 x 0,21 + 0,24 +
+ 0,06 4 2 x 0,06 = 1,83
Pro prvni polo celého rozlozeni dostaneme
Zfjli — 1| = 0,57]1 — 1] + 0,142 — 1] +
+ 0,18]3 — 1] + 0,054 — 1] + 0,03[6 — 1] +
+ 0,03]6 — 1] = 0,92



Tabulka 4: Hodnoty (Fpm — }) (Fm-1 — %) + } pro tabulku 1

Kategorie
Oblast T corvar
1) @ | & | @ | ® | ©® [ o

m 3350 .2432 2612 .3564 4172 4700 .6000 0.313182
(.33) (.21) (.24) (.10) (.06) (.06) (0.0)

f27 .0950 .3678 .4400 .5000 .5000 .5000 -5000 0.155496
(.81) (.07) (.12) (0.0) (0.0) (0.0) (0.0)

X 2150 .2647 3319 .4216 4508 4850 .5000 0.268684
(.87) (.14) (.18) (.05) (.03) (.03) (0.0) \

diskrétni model zapotiebi; statilo spoéitat
pro kazdy fadek nejmensi z nich, kterd odpo-
vidd medidnové kategorii.

Z tabulky 3 plyne také kontrola:

2AE Sl — ) =
j
= 23 F(1 — F) pro kazdy iadek
Napt. pro druhy radek

0,81 % 0,31 - 0,07 x 0,93 +
-+ 0,12 % 1,69 = 0,519 (leva strana)
2 x 0,2595 = 0,519 (pravd strana)

Dosadime do vzorce (20):
0,50 x 1,19 + 0,50 x 0,31
0,92 '

0,75
— 2 — 0,184
0,92 Dehad

Ber=1—
Ber=1

Koeficienty f a p*, které¢ vyjadiuji reduk-
c¢i variability rozkladem na dvé vékové sku-
piny, jsou zna¢né vysoké a ukazuji, Ze vé-
kové  skupiny vysvétluji 16,25 9,, popf.
18,48 9, chovéni vyjddfeného znakem nd-
vStévnost koncertit . . ., coZ je hodné.

3. Miry pro spojity model vypoéteme nej-
lépe tak, Ze nejprve sestavime tabulku hod-
not dp, z vyrazu (25); tato tabulka 4 je ob-
dobnd k tabulee 3. Vypolty zde budou vy-
chdzet z distribu¢énich funkei.20 Posledni

sloupec vznikne podle vzorce (26), tj. vaze-
nim hodnot radkt prislu$nymi relativnimi
¢etnostmi, které jsou pro nazornost pripoje-
ny v zavorkdch. Vazené hodnoty v posled-
nim sloupci tabulky jsou ,,miry variability*
corvar.

Minimdalni hodnoty d,; uréuji v kazdém
Fadku mediinovou kategorii. Tyto mediino-
vé hodnoty jsou soucasné piislusné ,miry
variability* Corvar.

Miry asociace vypolteme podle vzorca
(28) a (29).

Koeficient proporcionalni predikee:

AB/R =
0,5 % 0,3132 +-0,5x0,1555 __
sl St —0,1278

Koeficient optimalni predikee:
aB/R =
0,56 x 0,2432 -- 0,5x0,0950

=1 03150

—0,2135

4. Vsechny vysledky shrneme do pichledné
tabulky 5. Nejde o to komentovat tyto vy-
sledky z hlediska interpretace; je ziejmé, Ze
¢iselné vysledky v tabulce odpovidaji situaci
a Ze jsme podobné Ciselné relace ocekdvali.
Zde je nutno zduraznit, Ze Fidkové nejsou
hodnoty srovnatelné, nebot kazdy sloupec mé

20 Jako piiklad vypoéti hodnot pro tabulku 4 uve-
deme nejdfive vypolet hodnoty ve tictim poli prvniho
fadku:

Fan — P Fz1— 3 + 1 =
= (0,78 — 0,50) (0,54 — 0,50) + 0,25 = 0,2612
Hodnotu v prvnim poli posledniho Fidku dostaneme
takto:

(Fr— %) (Fo—3%) + % =
= (0,57 — 0,50) (0,00 — 0,50) + 0,25 = 0,2150
Pro vypodet hodnot v prvnim poli kaZdého Fidku po-
tfebujeme 7nat Fg, popf. Fgj1 ncbo Fgjg. Tyto hodnoty
jsou vidy rovny nule.
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Tabulka 5: Numericlé hodnoty charalieristil: ordindlniho znaku z tabully 1

Diskrétni model Spojit};r model |
Obl Medidnovd kategorie "i
ast (17) dorvay Dorvar corvar Corvar !
) (16) (18) (26) (27) !
1 '
T 1< za sczénu .8031 1.19 3132 2432 |
|
T2 nenavitévuje 2595 .31 15355 0950
|
n nenavitdvuje 6344 92 .2687 2150 |
i
!
I B = .1625 p* = .1848 a = .1278 a¥ = 2135
|

Jinou operaciondlni definici, a tedy jiny vy-
znam. VyS$8i hodnoty kocficicnttt optimélni
predikee (obzvldsté a*) ve srovndni s koefi-
cienty proporciondlni predikee jsou zpusobe-
ny ziejmé tim, Ze koeficienty f* a «¥ (ple-
deviim «*) jsou citlivdjsi na obsazeni medid-
novych kategorii. V nagich datech jsou ve-
lice vysoké Cetnosti medidnovych kategorif,
coz zvy$uje piesnost optimalni predikee me-
didnovou kategorii a tim i koeficienty f* a oo*.

7. Zavéry

V praci byly zavedeny deskriptivni charak-
teristiky pro analyzu ordindlnich dat. Byly
piedloZeny dva modely, diskrétni a spojity,
které maji podstatné rozdilné zdklady. Roz-
hodnuti pro néktery z obou modelil neni jed-
noduché, nebot zilezi na uréeni typu vlast-
nosti, kterou znak reprezentuje, a na tom,
kterd funkce d(a,b) danou vlastnost 1épe
charakterizuje.

Zde uvedené metody analyzy dat ovsem
nejsou jedinymi piistupy;: v souasné statis-
tické literatuie lze nalézt nékolik zcela odlis-
nych pFistuph k testovini hypotéz v kontin-
genénich tabulkich s ordinalnimi vstupy, tj.
8 uspofddanymi kategoriemi. Prednosti obou
ptedlozenych model spoéivaji v jejich pros-
toté a srovnatelnost: s pifstupy k dattim
jinych typu.

Domnivam se, %¢ miry d jsou pro oba pfi-
pady (spojity i diskrétni znak) uZiteénéji
nez d* (stejné jako v pfipadé nomindiniho
znaku), nebot hodnoti tetnostni rozloZeni jako
celek a neplecenuji vyznam jedné hodnoty
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(jiz je u d* st¥ed rozlozeni). Téz koeficienty
B, o« maji z tohoto déivodu piednost pred
B*, o* (podobné jako T méd ptednost pied 1
u nomindlnich znakd). Koeficient f je vypo-
tetné obdobou koeficientu 7, jen misto rela-
tivnich Cetnosti se zde dosazuji hodnoty dis-
tribuénich funkei.

7 obou modeli m& vétsi dalezitost model
diskrétni, nebot podle mného nidzoru je pro
sociologick4 Setfeni dalcko pouZitelndjsi. U to-
hoto modelu bude velice nadéjné zkoumat
rozklady analyzy rozptylu, jejich statisticka
rozloZeni a jejich pouiitelnost pro testovani
statistickych hypotés.

7de naznacend teorie maze byt zobeenéna
a matematicky déle zkoumdna. V této stati
byly slozitéj§f matcmatické avahy a formu-
lace pokud mozno vynechavany. Cilem toho-
to ¢lanku bylo zavedeni mér a jejich mode-
lové operacionalizace, mnikoliv  zkoumani
statistickych vlastnosti. Proto zde nejsou
uvedeny asymptotické konfidenéni intervaly
a dalsi vlastnosti, které budou publikoviny
zvl4ast.
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Pesionte

Picerag #H.: OcoBOSIC JICCKPHITTHRITBIC MOPHT 1
JHCTPHOYOHA O/ VIBHEBIX JIAHHBIX

B crathe OOCYIIATCH HCXOMIUs Moedl b ;L-.T;'I
panpaﬁn'mn ;[(‘(Il\'])l[ll'l‘lﬂiﬂm.\' ((\llﬂ(;il'ﬂ!ilhlll-lx) Xa-
])Jll(’l‘(’,])]‘[(ﬁ'l'lf[(. ViasnsBactes ua TO, B l{éll\'()]”l cre-
TICHI! IPHHEATHC LT HOMIILAALOLN T YHCAOBLIX
JAUHLIX MCPH COOTHETCTBYIOT DTOIL MO, [CIHHf 3T M-
€Te C TCM MOJCTb TIPHIATACTCH 11 OPAMILAIALILINL
JAIHDIM,

OOBIast MO TeIh PassIBARCTCS B CI1eIYIONJIX UId-
rax:

A. Jlaemca onpedesenue omucuenus necronce-
emga, paszépoca, paccmoanus d(a,b) s qByvx
OSTeMEIITOB HMOILYJISIHIC, & HMCIHO 110 OTHONICTIIO
1 MIRATe IM3YYAeMOoro MpI3maKa.

B, Osxmmaemoe otmomeutic d(a, b) CAysRIAT ae-
poii pasbpaca (3).

B. Henmp ducmpubyyun oUpeieiseTcst Kak
3HAUCHNE LUPH3IHLKA, ¥ KOTOPOTO IIPe;[INIArasTcsl
HamMenbIee YHCIOROC 3HAYCIHE TICCXO0sKecTna (6).

I'. Orkmpaemoc 3HAYEHHC OTHOWEHIIH PACCTOH-
HYL OT TEnTpa AHCTPUOYLINI SIBISCTCA CIIC(VIO-
meil Mepoil pas0poca, KOTOpas XapaKTepiriyer
Konyenmpuposannocins ¢okpyz yeumpa (9).

J. CeAsp  wiraccnuuupyoUiero  Lpsanaka
M M3YTAeMOT0 NPH3NMAKE MBI H3MCPACM MHCRCOM,
KOTOPBIE MOKHO HasBath undercon ol0vacuswuel
cuabi pasbueku I KOTOPLIL BOJLHKACT B RAYCCTBE
OTHOCHUTCALIOI  PeIYRINIL BAPHAdILIbHOCTIC 110
oTRONICHAI0 1K paslunre [dopyyanr (13), ((3a),
(13b)].

E. Ilpexnectsyromite mWary 1IpocTo WOTEPLC-
TEPOBATL UPH JIOMOWH npeduryuonnot modetu.
OnTRMaTBERIM NIPCIMKTOPOM JUICTPUOYUIA  5B-

IAETCS CrO JEHTD 110 OTHOMICHII0 K ONIIOKe
DPCIITKUM, BBOSAINMAC € TOMOLLLTO BRI PaMKEHITT
HECXOKCCTH d(a, b). Jlaa Mep accomiraunur (13)
saTeM cyulecTByer maBecTHas PR IE-murrepupera-
misa (proportional reduction in error) ;1s acen-
METPIYECKIIX CIHYYacR.

ITpuaosremre DTOTO METOTA K NOMITHANLILIM
LpHsIaraMm (CM. upiep 1) JaeT npi oupesenenint
orHomennsa d(e, b) ¢ noxowwsio (1) mssecrine
MCPB BPO;Ie OTHOMEHHS HOBTOPIMOCTH (1), MO/1yCa
(8) u ormomemiyr papmarut (10); mpirveneunne
dopmy:as (13a) aer T4k Bamanca, a npityMcHEeRTe
Gopmyast (13b) — Agyr Uyrrmama. st xapin-
HaJLHOFO IIPH3HAKA MBI 1IOCTEIICHLIO IHOIY4acM
QUCICPCIIO, CPE;HIOIO If OTHOLIEHIIC KOpPEISINL
(cm. mpmMep 2). OGe Mepm pasOHBRI B iios
CiIy4ae 9KBHBAJCHTHEL (30 HCRATOCIIeM gakTapa
2) I HeHPEPHBHOTO LHOHIMATIIIA ITpHsnana. JL1s
JUICKPeTHOTO 1 poBOr0 sHaKa NpILTReIne Gop-
Mya (6) 1 (9) UPUBONHT K NCHPABACHITIO [UICIICOP-
CHII B O0LIMUIOM ITOHRMAIML wienoM (7 — A%,
Ifie X eCTh CpefHsist a X* ecTh Omprailiiee 1 nei
OHPPOBOE BHAYCHIC IPILITANA.

[IpraoskeHie DTOFO MCTO A K OPJUTHAJLILIM
NPI3HAKAM TIPHBO;MHT K BHLICACHMIO JABYX MO-
Teneii:

1. JOrCRpeTHASL OPAIHATLIAT MOTETH HPe;0-
JATACT YIOPHTOUCITYIO KATCTOPITanIo. 3uadcnie
mecxosecTna (14) BHparmkae? wWIGH0 RaTeropirii,
ROTOPBIMIL OTBIIOTCS JTBA DICMCLTA ITOIY I5TIRIfL
Ero o:IpiacMoe suademe sl BCOX uap ofo-
FHAAACTCH Rak dorear (UICKPOTHAL OPRIEAILIAT
BApIAIN) I oupejedsieres: Qopmyaoir (15) e
ee npocroil Bepereil (16). Hewtpod jpreTpridy wing
SUICKPETHOIO OPUMEEBHOUO THPIESIAKQ SIBINCTUS
Rateropist Meauanut (17). Mepoli ROUICnTparig
BOKPYT KATCLoPI MeILUM SBISCTCH CAey0-
UEAH XAPAKTCPUCTIIRA Pazdpoci, 03MaTACIT KAk
Dorvar (18). CratTHCTIMECKYIO 3aBHCHMOCTL (G-
KPOTHOLO 0P UIHAILICTO JIPIEHAKL f3 oT nosi-
pIpnoro  (aaccuduiprpylomero) npinsiana K
MBI MOYKCM 1BMCSITL C UoMonlblo koadaniresra
Buir (19), y koroporo cymecrnyet PRis-miren-
APCTALNA JULA MOJCIN OUTHMATBLHOI BPeINIE
1 MOGKET OIOBPCMCHIIO CAYIKHThL U KK Mepa
CTATHCTIYCCKOIT BUBUCHMMOCTIE MOFRTY MOMILILT -
HBIM U OPOITAIBILM NpIsIarasur. oeddmenr
B*pir CAYRNT KAk MEpPa BIQICIONES GBOIHCTBAMIL
PRE-Mozea1r 118 OUTHMMOILIONE 1 pe; QIRTIN I To-
JKE MOYKET OBITH HCUOUALBOBATL KAk Mepa CTaTHe-
TUYHECROII ACCUMOTPINICCHOIT aCCOLIamun Mo Ry
HOMHUHAJALUBIM M OPTQHELTBHLIM  IPHSIHAKAME.
XapaxrTepuctira pasbpoca dorvar odiajacr -
cTpRdyTUBHLMIT cBollcTBaMit (21) 1 (22), anaao-
TITHBIMIT TeM, KOTOpHe MBI MoskeM naiiti y CA-
TANOVA 1 ANOVA: nootomy G§leT yaecTuo
B3ATL ce B ocnosy DORANOVA, 1. e, nenapate-
TPHYCCKOTO aMamifza BICHeDCIi pasdpoca [LIs
JUICKPETHHX  OPUMAILUEBIN NPIBHaKoB (Yo ps-
JTOUEHOIT RATCTOPIBAIGTT).

2. HempepsIBHas 0 PIIIHAILITASA MOICIL ICXO;HT
H3 TOTO, 4TO Ia HCHPCPLIBICH LIKAJNC HeThisi
RJIACTh B OCHOBY HUCXOKCCTI HITLAKIX 3HAYEINLI1,
1100 OHH NPON3BOJIBHO MOHOTOHHO II3MEHSICMH.
IlovToMy COOTBETCTBYIOUICE OTIOIICHIC ONpe-
ACTACTCS KOJIYecTBOM direMenTon ((23), (24)),
BCTPEYATOMIINCST MEKTY 11370 DA HLIMIL DIeMEHTAMIL
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noMoini.ro

HONYAANMIE. AILUIOIIIIO ONPCENSTIOTCH  MCPLT
corvar (26) 1 Corvar (27} Xark Mepol pasbpuca
AATLLIX I KaTCropis MC;UIaHLL TN, TOvlCe, Ale-
OMAIOBAS TPYUUA B Ka4CCTBC TCNTPA JRICTPIO Y-
. Jlagee npierosrenmes Gopyyn (13a) o (130)
MBU HOAYWICM JiBa KooQGOIIenTa acCIMeT piti-
CROH CTUTHCTIMECROIL SUBHCITMOCTIC MCILY Ll pe-
PRIBHEIM ODOUHJILIINM  NpisnakoM  app  (28),
OCHOBAHILIM 1L HPOLOPILTOILIOIE W PETRITIIL,
I a*pie (29), OCHOBANIILIM 114 OlTUMANLHOIL TTpe-
JUTRIMH,

Jlast anamriyeckoil pafoTil ¢ JABIBLIMA yi00-
Hee MCeDLL pashipoca I CTaTHCTIMCCKITN 3aBICHMy-
CTCIl OCHOBAHIILIC IIA BPOIOPILOHANBLION TIPCUTS-
IOTH, 100 01 OTPAZRA0T JOBEACHIC JUICTPHDYIUH
Rak 1edaoro. Mepnl, oCHoBaumbice Ha onTHMaIL10k
TPC;QTKIONIINN MO, DoMee Y000 B Raved-
TBC CHONIUILUBIX ToRaszaTeldell B peaJLINX CH-
TYAIUSX 1 PCUTRIGON,

B 6 wacTH UpHBEICT DpIMEp Taduifgbl LOH-
THHTCHTOB € JBYMsI BXOjQMir: CTpouLasg Iepe-
MO OIPECISICT JIBG PABHOBEIMKIIG BOZPACT-
IIBIC FPYIIIILL, & CTOXOUOBAS] LICPCMOTIAST SIBISICTCS
OP;UTITRIHIOL LCPEMEHHOTL HOCCHEQEMOCTIL ROIULe P-
TOB «IIOI-MYSLIKID. Joist aToll Tabuinl BateMm
BEIYUCICHN BCC XADAKTFCPUCTIIRH OPAMIANLIILEX
JAHHLIX, UPIBCICHHNE B CTATLEC.

Summary

Rehik J.: Basic Descriptive Measures for
the Distribution of Ordinal Daia

The present paper discusses the basic model
for working out descriptive characteristics.
Measures usual for nominal and cardinal
(numerical) data are shown to correspond to
this model. Furthermore, the model is applied
fo ordinal data.

The general model involves the following
steps:

A. The score of dissimilarity, dispersion,
distance d(a, b) is defined for two elements
of the population with a view to the scale of
the variable under examination.

B. The expeciced score d(a, b) serves as
a measure of dispersion (3).

C. The centre of distribution is defined as
a value of the variable having the lowest
expected score of dissimilarity (6).

D. The expected value of the score of dis-
tance from the centre of distribution Iis
another measure of dispersion characterizing
the concentration around the centre (9).

E. The relation between the decompositional
variable and the variable under examination
is measured by an index which can be de-
signated as the index of the explanatory
power of decomposition and arises as a re-
lative reduction of variability in relation to
the given decomposition [(13), (13a), (13b)].

F. The preceding procedure has also a
simple interpretation with the help of the
prediction model. The optimum distribution
predictor is its mean in relation to the pre-
diction error introduced by means of the
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score of dissimilarilty d(e, b). Measures of
association (13) then have the well-known
PRE-interpretation (i.e. proportional reduction
in error) for the asymmelfric case.

In ascertaining the score d{a, b) by means
of (1), the application of this procedure to
nominal variables (sce example 1) yields the
known measures, as repetition ratio (4), modus
(8) and wvariation ratio (10); by applying
formula (13a), we get Wallis’ +, and by
applying formula (13 b), we get Guttman’s
. For the cardinal variable, the dispersion,
the average and the correlational ratio are
successively obtained (see example 2). In this
case, both the dispersion measures are equi-
valent (with the exception of factor 2) for
the continuous conception of the wvariable.
As regards the discrete numerical variable,
the application of formulae (6) and (9) leads
to the correction of the currently conceived

g_ispersion by the member (X — X*)2, where

X is the average and X* is the numerical
value of the variable nearest to it.

The application of the procedure to ordinal
variables leads io the differentiation of two
models:

1. The discrete ordinal model presupposes
an ordered categorization. The score of dis-
similarity (14) expresses the number of
categories by which two population elements
differ. The expected value of this score for
all the pairs is designated as dorvar (i.e. dis-
crete ordinal variance), and is given by
formula (15) or by its simple version (16).
The centre of distribution follows as the
median category (17). Formula (18) yields

another measure of variability, a measure
of concentration around the centre cal-
led Dorvar. The statistical dependence

of the discrete ordinal variable B on the
nominal (decompositional) variable R can be
measured by means of the coefficient gg/r
(19), having the PRE-interpretation for the
model of proportional prediction. The coef-
ficient 8*p/x (20) then has the PRE-inter-
pretation for the optimum prediction model,
and can also serve as the measure of statis-
tical dependence between the nominal and
the ordinal variables. The dispersion charac-
teristic dorvar has decompositional qualities
(21) and (22), analogical to those that can be
found in CATANOVA and ANOVA; con-
sequently, it will be adequate to make it the
basis of DORANOVA, ie. of the nonpara-
metric analysis of variance for discrete
ordinal variables (ordered categorizations).
2. The continuous ordinal model is based
on the fact that, on the continuous scale, no
values can be considered as the basis of dis-
similarity, since they may be arbitrarily
monotonously transformed. This is why
the number of elements occurring among the
selected populalion elements is taken as the
dissimilarity score (23), (24). Analogically, the
measures corvar (26) and Corvar (27) are de-
termined as measures of data dispersion, and
the median category or, better said, the



median group as the centre of distribution.
Bv the application of formulae (13a) and
(13b), two coefficients of the asymmetrical
statistical dependence between the nominal
and the continuous ordinal variable are fur-
ther obtained: ep/k (28), based on proportional
prediction, and «*p/r (29), based on optimum
prediction. ) )
Measurecs of dispersion and statistical de-
pendences based on proportional prediction
are adequate for analytical work with
data, due to the fact that they reflect the

decomposition of the dispersion as a whole.
Measures based on the optimum prediction
are more convenient as special indicators of
prediction quality.

In part 6, an example of a two-way
contingency table is introduced: the row
variable defines two age groups of equal size,
and the column variable is the ordinal
variable of attendance at ,,pop-music® con-
certs. For this table, all the characteristics
of ordinal data mentioned in the present
paper are successively presented.
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