Miry statistické zavislosti
pro ordindlni znaky

V sociologickém vyzkumu rozliujeme rizné
typy znakl (viz napi. [13], z nichZ pii statis-
tickém zpracovini sociologickych dat vétsi-
nou pouzivame tii zakladni: nominalni. ordi-
nalni a kardindlni. Ostatni typy se pouZivaji
ve specidlnich situacich: data o malych
skupindch, zpracovani vysledkiu Skalovacich
postupil, zkoumdni relaci u vlastnosti. tvorbu
a zavadéni sociologickych proménnych a po-
dobné.

V této prict se zabyvame technickymi as-
pekty metodologické prace s ordinalnimi
znaky. Navazujeme tak na stat [14]. kde
jsme shrnuli miry statistické zavislosti pro
nomindlni znaky. I u ordinalnich mér je du-
lezité veédét, jaka je logika a raciondlni za-
klady kazdé mirv. Chceme a musime znit
statisticko pravdépodobnostni model, z né-
hoZ je ta kterd mira odvozena. Obdobné jako
v [14], ani zde se nezabyvame statistickou
inferenci, t). konfiden¢nimi intervaly a testo-
vanim hypotéz. Vede nis k tomu nedostatek
mista a védomi, Ze hlavnim tkolem sociolo-
gické metodologie v tomto oboru je vvhrat,
popiipadé navrhnout vhodné a interpretova-
telné miry pro populaci. Proces zobecenovéni
7 vybérovych souborQ na cilové populace je
zalezitost jind, pro sociologa stejné duleZitd,
aviak jedté technictéjsi (i kdyz vybér infe-
renéni strategie plvne z tvah filozofickych
a z obecné statistické metodologie). Ctendfe,
ktery se zajimd o inferenci spojenou s uva-
dénymi koeficienty, odkazujeme na uvede-
nou literaturu. Dale cheeme zditraznit, zZe se
zabyvame (stejné jako v [14]) méfenim sta-
tistické zdvislosti uréitého typu, e se pohybu-
jeme na poli technické ¢isti metodologie, na
peli matematickyceh abstrakei odvozovanych
z riznych konkrétnich véd.l Nejdeme a ani
nemuzeme jit za hranice statistické interpre-
tace, a to ani do problematiky filozofického
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rozboru pojmu zavislosti, ani do interpretaci
konkrétnich sociologickych dat.2

Znateni, které pouziviame, je obvyklé ve
statistické literatute i v uéebnicich, nebude-
me ho proto rozvadét v tabulee (odkazujeme
na podrobnéjsi ilustraci v | 14]). Kontingentni
tabulka, kterou tvoii kombinace dvou znaki,
ma rozméry » X s, kde

r .= pocet kategorii fadkové proménné (po-
¢et Fadku tabulky)
s = potet kategorii sloupcové promeénné

(pocet sloupen tabulky)?
ng = absolutni Cetnost v poli i-tého Fadku
a j-tého sloupece tabulky

ny, = soucet. absolutnich &etnosti v i-tém
Fadku

n; = soutet absolutnich &etnosti v j-tém
sloupci

n = celkovy poctet piipadt v tabulce

Pty Pr., P.j Jsou obdobné relativni Cetnosti
vzhledem k celkovému poétu n pii.
padii

pji1 = relativni ¢etnost j-té kategorie vzhle-
dem k pfipadim v z-tém fddku (py¢ =
= nyy/ng.)

Kategorie proménnych jsou uspofddany po-

dle vzrustajicich hodnot obou proménnych,

Jedna-li se o asymetricky vztah, fadkova

proménnd je nezavisla (pfi¢ina, prediktor,

tasové piedchdzi), sloupcovd proménna je
zavisla (dusledek, predikant, ¢asové nasledu-
jici). Nezavisle proménnou znaéime X a jeji
hodnoty X, Xo,..., X,, zdvislou promén-
nou zna¢ime Y a jeji hodnoty Yy, Yo,.. ., ¥,

(indexy u hodnot znaéi pofadi v jejich uspo-

Fiddni u znaku).

statisticka  zavislost

Ordinalpi & nominalni

Mluvime-li o ordindlni asociaci ¢ ordinalni
statistické zdvislosti, mame vidy na mysli

1) Je zajimavé, ke pravé na utvarenf ordindlnich mér se sociologie podilela vice nez na tvorbd jinych statistickych
postupit. Plyne to z potfeby zpracovani dat, kterd jsou velmi ¢asto pravé ordinainiho charakteru.
2) Interpretace konkrétnich dat vidy zavisi na tom kterém pfipadd a na posouzeni pouZivaného modelu zdvislosti

a souvislosti proménnych jako celku.

) V literatufo se takoé zna¢i rozméry r x ¢, oz pochézi z anglittiny a mnemotechnicky naznatuje fdadky (rows)

a aloupee {columnas).
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vztah dvou ordinalnich znaku, tj. kategori-
zaci s uspofddanymi kategoriemi (hodnota-
mi). Statistickd nezdvislost se definuje stejné
jako v nomindlnim pfipadé — je to situace,
ve které neexistuje Zadnad asociace, v niz
nelze nalézt Zddnou informaci, Zédnou pre-
dikéni schopnost jedné proménné o druhé.
Matematicky lze nezdvislost vyjddFit dobfe
zndmou terminologii: ocekdvané etnosti jsou
rovny skuteénym empirickym ¢etnostem

(N (S
(1) Nyg = 7 4 resp. Py = pi..P.J

Tento vztah plyne ze vztahu (a je mu i ekvi-
valentni), ktery lépe odpovidi vyznamu
pojmu

(2) Py = p.; pro viechna j a pro viechna i
(fadkové relativni detnosti jsou stejné).

Pojem statistické zavislosti je velice bo-
haty na rizné piipady. Podle typu znaka
miZeme rozliSovat i rizné typy zdvislosti.
Zatimco u kardinalnich znaki miZeme zkou-
mat velmi jemné zavislosti odpovidajici riiz-
nym funkeim (linedrni, exponenciilni, moc-
niny, polynomy, logické S-kiivky), u nomi-
nalnich znakl charakterizujeme pouze od-
chyleni od vztahu (1) nebo (2). U nominal-
nich znaki (vzhledem k jejich obsahu a smys-
lu) nesmf byt miry statistické zavislosti eitli-
vé na permutovéni sloupci nebo fadka —
musi mit tedy stejnou hodnotu pfi libovol-
ném uspoiddani kategorii. Kardindlni miry
naproti tomu zévisi mnohdy i na nepatrnych
transformacich hodnot.4

Ordinslni znak stoji nékde uprostfed mezi
nominalnim a kardindlnim. JelikoZ zde uspo-
Fadani hraje velkou roli, nemaZeme libovolné
permutovat a odtud plyne pozadavek, aby
ordindlni miry byly citlivé na uspoidddni
hodnot znaku. Naprosto vSak nezileZi na
tom, jaké hodnoty pfisoudime jednotlivym
kategoriim, zda je napiiklad otislujeme vze-
stupné podinaje jednitkou, ¢i zda jim piifa-
dime kéd néjakého ¢iselniku.

Ordinalni znak reprezentuje vlastnost, je-
jiz stavy jsou odstupiioviny. Podle této
vlastnosti mizeme statistické jednotky tpiné
nebo ¢asteéné uspofddat (pomoci hodnot or-
dindlniho znaku je mtZeme uspofidat pouze

ééstetné). M4 tedy smysl hovofit o vydsim
¢i niz8im stupni vlastnosti a paralelné o vyssi
¢i niZ&i hodnoté znaku. Pii zkoumani statis-
tické z4vislosti ordindlnich znaki nds proto
zajimaji nejen libovolné odchylky od stavu
nezévislosti, ale i tyvp zavislosti. Jakmile za-
vedeme niZsi a vyssi hodnoty znaku, zajimé
nas (a md smysl o tom uvaZovat), zda se
v populaci vyskytuji soucasné vyssi (a tedy
na druhé strané niz&i) hodnoty u obou znakii,
¢ zda se spoletné vyskytuji vyssi hodnoty
jednoho znaku s niZ8imi hodnotami druhého.
U asymetrickych situaci s pFi¢innou inter-
pretaci je pak zajimavé, zda niZ& hodnoty
nezavisle proménné zpusobuji niz& ¢i vys&i
hodnoty zévisle proménné. V tomto se jiz
projevuje ordindlni statistickd zdvislost, kte-
rou pozdéji u jednotlivych mér operacional-
né upfesnime. Intuitivni charakter pojmu je
viak tim ddn. Z toho, co bylo Feteno vyse.
rovnéZ plyne, ze mé smysl hovofit o piimé
a nepfimé statistické ordindlni zavislosti.
O pfimé zivislosti mluvime tehdy, paruji-li
se vysoké hodnoty X s vysokymi hodnotami
Y a nfzké s nizkymi. Nepfimd zdvislost vznika
tehdy, paruji-li se nizké s vysok¥mi. Miry
ordindlni z4vislosti jsou konstruoviny tak.
aby odrazely i tuto vlastnost (znaménko,,+**
vyznaéi pfimou z4vislost, ,,—* mneptimou).
Miry, které v dal¥{ &asti uvedeme. jsou
tedy konstruovdny proto, aby charakterizo-
valy ordinalitu vztahu. Je zapotiebi zdaraz.-
nit, Ze nula ¢i nizké hodnoty koeficient ne-
znamenaji statistickou nezavislost ¢i situaci
jf blizkou. Ukazuji pouze neptitomnost ordi-
nalni zavislosti (coZ neznamend pochopitelné
nezdvislost) nebo jeji nizky stupen.5 Proto
také zkoumdme-li v sociologickém vyzkumu
zdvislosti u ordindlnich znaki, potitdme ne-
jen miry ordindlni, ale i nomindlni asociace.
Prfpad soucasného vyskytu nizké ordindlni
zavislosti a vysoké nomindlni zavislosti vy-
zaduje podrobnéj§i analyzu rozloZeni Cet-
nosti v tabulce® (nékdy muze rovnéZ indi-
kovat nedostatky pfi konstrukei znaka).
Znaménko u mér a jeho interpretace zavisi
na orientaci usporddani kategorii znaku. Na-
ptiklad znak vlastnosti ,duleZitost uréitého
jevu pro respondenta’ muZe mit hodnoty
orientovany (gradoviny) od ,.nedulezity” aZ

) Zavisi ovierm na typu koeficientu, napf. koeficient linedrni korelace r Je necitlivy na libovolné linearni transfor-

mace obou proménnych (s jedinym omezenim, Ze soudin smérnic mus{ byt klad

ny).

%) Chybna interpretace nizkych hodnot ordindlnich mér je velmi dastd; muze vést a ¢asto vede k nepiijenanym

chybéam v zdavérech z dat.

%) Zde také moZno vhodné vyuzit znaménkovych schémat, kterd pomahaji odhalit typ zavislosti v tabulee se
vyskytujici pomoci obrazee plusovych a minusovych znamének.
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po .,velmi dalezity”, ale miZe to byt i na-
opak. Formélné matematicky je zcela libo-
volné, kterou z obou moznosti pouZijeme pri
uspoiadani kategorii v tabulee. Obsahové ji
oviem musime pfesné uréit a hlavné na ni
nesmime zapomenout pfi interpretaci. Zmé-
nime-li totiz orientaci jedné proménné, zmé-
ni se znaménko koeficientu (pii zachovini
absolutni hodnoty). Toto je logické, nebot
struktura a vzdjemné vztahy Cetnosti v ta-
bulce se nezméni, zménime-li naptiklad po-
radi sloupcit v opacné; Cetnosti jsou pouze
zrcadlové obriceny a to se projevi na zna-
ménku.

Ordindlni znaky byly ve vyvoji statistiky
znaéné zanedbaviny. Zdijem se soustfedil na
zpracovani ¢iselnych vysledkti a soubéiné
(i kdyZz daleko méné) na zpracovdni kontin-
genénich tabulek s nomindlnimi vstupy (sy-
stematické rozpracoviani a dopliiovéni sta-
tistické teorie pro analyzu nominélnich znakd
zadalo viak pomérné neddvno a zdaleka jefté
neni ukonéeno). Ordindlni znaky byly studo-
vidny v oblasti neparametrickych technik,
ordindlni asociace v problematice neparame-
trickych korelaci. To oviem odpovida situaci
prostych ordindlnich znaki (uvazovala se
data odpovidajici iplnému uspotiadini sou-
boru). Tento pfipad je pro sociologicky do-
taznik netypicky?, a proto tyto metody ne-
jsou pro analyzu dat sociologického dotaz-
nfku vhodné.

Prvni miry ordindlni asociace vznikly
tpravou neparametrickych korelatnich koe-
ficienti (Spearmanova a Kendallova) na si-
tuaci tzv. spojeni (dvé nebo vice jednotek
ma stejné poradi). Stejné znamenalo pivodné
nerozliditelné, aviak v analyze kontingend-
nich tabulek byl tento vyznam pfeménén na
nerozliované. To bylo provedeno proto, Ze
takto upravené korelaéni miry mély vhodné
matematické vlastnosti a spliovaly poZa-
davky na miry ordindlni asociace. Jejich ne-
dostatkem bylo, Ze model vvchézel 7z aplnych
uspofddani a Ze prechod od vyznamu neroz-
liditelné k vyznamu nerozliované spojeni byl
proveden ponékud lehce.

Pielom v pouZivdni mér statistické zdvis-
losti nastal po publikaci velice zdsadnich
statistickych ¢ldnkd [4], [5] a [6], které daly

podnét k pozadavku pravdépodobnostni in-
terpretace a modelovdni raciondlnich zakla-
dit pro kazdou miru. Na&i snahou je zavddét
koeficienty, u nichZ numerické hodnoty majf
jednoduchou a pochopitelnou interpretaci
a miry maji operacionalizaci dany pevny
obsah. PouZivini mér tohoto typu je uz dnes
bézné. Stupenn sloZitosti modelu je ovSem
rizny. U nékterych mér (Spearmaniv koefi-
cient p) byl model nalezen a posteriori a jo
tak nejasny, Ze se prakticky nedd vyuZit
(viz [107).

Nejjednodus$i princip modelovdni mér je
PRE-princip.8 Miry vznikaji jako relativni
ubytek chyby predikace zdvislé proménné
bez pouziti a pii pouZiti nezdvisle proménné
v predik¢nim pravidle (viz napt. [1], [4],
[14]). Koeficient PRE je dan jako

vow  PU) — P(II)
3) PRE= =% o :

kde P(I) je pravdépodobnost chyby predik-
ce Y bez znalosti X a P(II) je pravdépodob-
nost chyby predikee Y s vyuzitim znalosti X.

Volba predikéniho pravidla je razna podle
problému. U symetrického pfipadu randomi-
zujeme smér predikce — pocitdime primérné
chyby predikee v obou smérech a pouZivdme
jejich primér.

Shriime intuitivni pozadavky na miry or-
dinalni statistické zdvislosti a doplime je
jesté daldimi, snadno pochopitelnymi.

1. Miry ordindlni statistické zdvislosti po-
uzivame v situaci, kdy hodnotime vztah dvou
ordinalnich znaku, tj. vyhodnocujeme kon-
tingenéni tabulky, jejichz vstupy jsou dvé
uspofadané kategorizace.

2. Neptredpokliddme spojity charakter zna-
kt, tj. nepfedpokladdéme zZadné kontinuum,
které je kategorizaci podloZeno; kategorie ne-
musi vznikat jako vyseky na ném.

3. Rozezndvame asymetricky a symetric-
ky piipad podle toho, zda zndme vztah pfi-
¢innosti ¢i ndslednosti, a podle typu zavis-
lostniho modelu, ktery pouzivdme (testuje-
me, zkoumame).

4. Mira ordindlnf statistické zdvislosti o
nemi smysl, kdyZ jsou viechna data koncen-
trovina v jednom fdadku éi sloupci.

7} To ovdem neznamen4, e noparametrické techniky jsou pro sociologs neuZitedné; situaoci, kdy jsou aplikoviny,
je mnoho — analyza malych skupin, analyza souhrnnych populagaich charakteristik, vyhodnocovéni riiznych speci-

alnich situacf, komparace atd.

') PRE = Proportional-Reduction-in-Error; jo to princip vyjddfeny Guttmanem pi#i konstrukei A4 koeficientu

predikce.



5. —1 < a =1 odrazi pozadavek norma-
lizace méfici stupnice, ktery je motivovin
predevsim zvyvkem a vhodnosti (hranice pro
a je oviem libovolnd a mohla by byt zvolena
jakkolif.

6. « = 1, kdyZz nastava perfektni pfima
ordindlni zdvislost ve smyslu operacionaliza-
ce dané zvolenym modelem.

7. « = —1, kdyZ nastava perfektni nepfi-
ma zavislost.

8. « = 0 znamend absenci ordindlni z4-
vislosti, neznamend nezavislost; a =0 je
ekvivalentni statistické nezavislosti pouze
pro tabulky 2x2 (dvouhodnotové znaky).

9. « je zavisld na uspofadani fadku
1 sloupctli, je nezivisla na ¢éiselném ohodno-
ceni kategorii.

10. « zméni znaménko, kdyz zménime po-
fadi kategorii u jednoho ze znakii na potadi
pravé opatné (inverze pofadi hodnot jednoho
znaku);

o se nezméni, zménime-li poradi hodnot
u obou znaki v poradi pravé opacna.

11. U symetrickych mér nezalezi na tom,
kterd z proménnych je rddkovd a ktera
sloupcovd. U asymetrickych mér zaména
proménnych vede k jiné hodnoté koeficientu.

Rozlifeni asymetrického a symetrického
pfipadu je obzvlisté dilezité pii vyhodnoco-
vani zavislosti ve sloZitéjsich schématech,
kde se objevuji soubéiné oba piipady a kde
potiebujeme pro oba srovnatelné koeficienty.

Dulezity pripad vyhodnoceni zavislosti je
sledovini konzistence indikdtori uréité pro-
ménné. Mezi nimi nejsou primé vazhy, jejich
vztah je zprostiedkovan vlivem proménné,
jejimiz projevy jsou. Jejich vazba je tedy
symetrickd, je to korelace hodnot, kterd ne-
odrazi kauzdini vztahy, ale tu skuteénost, ze
jde o manifestni projevy téze proménné,
ktera sama neni piimo zjistitelna.

Prestoze mezi specialisty panuje nazor, Ze

kazdy vhodny a pouiitelny koeficient statis-
tické zavislosti byl uz nékdy nalezen a po-
uZivan, domnivdame se, Ze na poli ordinalnich
znakd tomu tak neni a ze zbyva jesté mnoho
prace, nez budeme v praxi analyzy dat plné
uspokojeni.

P#istupy k méteni asymetrické ordindlni
zavislosti

Pravé u asymetrickych vztahti bychom oce-
kavali PRE koeficienty, a proto absenci to-
hoto nebo jiného vhodného modelu zde tizive
pocitujeme. Znimé PRE interpretace maji
Goodman-Kruskalovo y, Kendallovo 1. a So-
mersovo d.

Podobné interpretace dile mohou mit koe-
ficienty pro kardinadlni znaky, které vyuzi-
vaji skorovani znaki, nebo koeficienty, které
byly odvozeny pro symetricky pfipad. Vét-
ina koeficientli je zaloZena na paralele k li-
nearité, z ¢ehoZz plyne, Ze pro symetricky
a asymetricky pfipad nabyvaji stejné hod-
noty. Asymetri¢nost se pak musi odlisit in-
terpretacéné.l?

094 v

Pristupy k méfeni symetrické ordindlni
zdvislost

Symetrické miry by mély vznikat symetrizaci
PRE asymetrickych koeficientu (stejné jako
v ptipadé nominalnich znakd, viz [14]).
Vétsina mér je zaloZena na pojmu shody a
neshody (concordance a discordance) dvojic
a jejich poméru k rtznym jmenovatelam:
shodou u dvojice jednotek A, B nazyvame
pripad, kdy relace pro obé jednotky jsou
stejné jak vzhledem k X, tak vzhledem k }';
neshodou. jsou-li opainé. Na miry asociace
vede jednoduchy princip: ém vice je shod
mezi viemi dvojicemi, tim vysdi je pFima
zdvislost; ¢im vice je neshod mezi viemi dvo-

*) K pozadavku normalizace bylo jiz Fedeno mnoho; nékteti autofi vyzaduji, aby horni hranice (jednic¢ka), resp.
dolni hranice (minus jedna) byly za vdecch piipadu dosazitelné. Obdobné u nomindluich mér, byly chi-kvadriatova
koeficienty normovany rizuymi zpisoby, aby mohly vidy dosihnout jedné. Takovy pozadavek je viak dosti umely
a neni zcela opodstatnén. Je motivovan pfedevsim snahou po vytvoreni absolutniho kardindlnfho znaku, ktery hy
umoznoval srovnatelnost ruznych tabulek (o raznych velikostech souborii a riiznych rozmérech) a zaroven wmoz-
noval posouzenf jedné samostatné tabulky porovnanfiin ¢iselné hodnoty k obéma krajnim hodnotam. Jednicka ma
v nagem pripadé znamenat uplnou ordinaln{ zavislost. To oviem neodpovida obdélnikovym tabulkam, kde je uplnd
zévislost nedosatitelnd. Znak také nenf absolutni podstatou, ale konvenci, je to vétdinou znak pomoceny. Daleko
vhodnéjiim pifstupem je operacionalizace pravdépodobnostnim modelem (napi. PRE), ktery umoziiuje ohsahovou
interpretaci vysledného ¢isla bez ohledu na to. je-li krajni hranice dosazitelna, ¢i ne. Pozadavek normalizace oviem
odpovida zvyklosterp a nelze proti nému nic namitat (naopak); poznamka sméfuje pouze k problému dosafitelnosti
krajnich hodnot -i-1, —1, které jsou oviem voleny zeela ptirozend.

19) U nomindlnich z4vislosti mame jednoduché modely, které rozliduji asymetricky a symetricky vztah. U ordi-
nélnich zdvislosti uz, bohuzel, takové jednoduché zdzemi nemame. Costner [1] Hka, Ze vzhledem k uréitym viast-
nostem koeficientu y nenf tfeba konstruovat asymetrické miry a %e pro takové piipady miizeme téf pouiit y. 8 tim
nelze souhlasit, protoze, a¢ je » koeficient dobry a ma symetrickon | asvmetrickou PRE interpretaci. neni zdaleka
id(;iélni. ERE interpretace koeficientu je provadéna vzhledem k jistému predikénimu pravidlu, které méa urdité
nedostatky.
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jicemi, tim vy3si je nepfima zdvislost. Pro-
blémem zustavé, co se spojenimi v jedné nebo
v obou proménnych. Podle zptisobi, jimiZ je
zahrneme do modelu, dostdvdme ruzné koe-
ficienty. Jednotlivé pojmy tohoto ptistupu
rozebereme v dalsim oddilu spole¢né s uve-
denim vypocéetnich algoritmii.

Druhy pfistup pro symetrické asociace je
velice pFibuzny. Spotiva v aplikaci obecného
koeficientu korelace, ktery navrhl Daniels

(171, 18))-

o ZXagby
VEZal, £3F;

Dvojit4 suma znaé&i souet pies viechna i
a vBechna j; a4, by; jsou skére, kterd charak-
terizuji vztah dvojice (¢-tého a j-tého prvku
souboru) vzhledem k X a Y. Tento koeficient
byl ptivodné uréen pro piipad riiznych pozo-
rovéani, tj. pro pfipad, kdy se v datech ne-
vyskytuji Zadnd spojeni. Lze z ného odvodit
Spearmaniiv a Kendallav koeficient pofado-
vé korelace i Pearsonav koeficient linearni
korelace pro kardidlni znaky!l. 1 kdyz da-
vime prednost mériam, které jsou modelem
néjakého obsahu, chceme zduraznit, ze apli-
kace vzorce (4) je zcela legitimni a Ze je
vhodnéa piedeviim pro pfipad, kdy je vztah
zprostiedkovan néjakou dalgi proménnou,
tj. kdy jde (obsahové) o zprostfedkovanou
korelaci a nikoli o vzdjemnou zdvislost (napf.
vyse uvedeny piipad indikitort jedné pro-
ménné).

(4)

Potet shod a piibuzné pojmy

Nyni zavedeme zékladni pojmy, z nichZ po-
¢itame dnes nejpouZivanéjdi koeficienty vy,
d, 1., a ukaZeme jejich algoritmy. Vzorce
koeficientlt jsou vypocetné znaéné kompliko-
vané, a proto vedle nich uvddime 1 vypocetni
postupy tak, jak je v praxi proviadime. Nu-
merické piiklady budou uvedeny na konci
¢lanku. Znaceni dodrzujeme podle [15].

a) Polet dvojic. V celém souboru piedpo-

klidéme » jednotek, které tvori (;‘):

b) Shody. Shoda u dvojice (4, B) nastava
tehdy, kdyZz nastdvd soutasné

Xis<Xp, Ya<V¥Yp
nebo

> Xp,

Pary, u nichZ jsou relace takto soubéiné, na-
zveme konkordantni. Jejich poéet uréime po-
dle vzorce

(5) P=32%n33% Xnpg
i

pP>ig>j

Y >7Ypg

Vypobet provadime tak, ze ke kaZdému poli
tabulky (s éetnosti ng) pfitadime plochu poli,
kters jsou soucasné pod i-tym fdidkem (nife)
a za j-tym sloupcem (napravo) a nalezneme
soutet viech éetnosti v této plose (tak do-
staneme 3 3 npq). Tento soucet ndsobime

prig>j
tetnosti nyy. Pro kaidé pole tabulky dosta-

neme jeden takovy soucin. Nakonec véechny
tyto soudiny secteme. Soutty, které odpovi-
daji polim posledniho sloupce a posledniho
fddku, jsou nuly.

¢) Neshody. Neshoda u dvojice jednotek
A4, B nastiva tehdy, kdyZ plati soudasné:

Xa> X, Yqa<VYp
nebo

Xa<Xp, Ya>7Yp

Pary, u nichz se vyskytuji neshody, se nazy-

vaji diskordantni. Jejich potet @ je din
formuli:
(6) Q= ZE”U 2 Xnpg

p>ig>j

Vypotet proviadime podobnc jako u shod. Ke
kazdému poli (¢, j) nalezneme viechna pole,
ktera lezi niZe a nalevo od tohoto pole. Zjis-
time soucet Cetnosti celé takové plochy a nd-
sobime ho ¢etnosti nyj. Se¢tenim viech téchto
soudinit dostaneme @. Souéty odpovidajici
polim prvniho sloupce a posledniho fadku
jsou nuly.

d) Spojeni, ktera nastdvaji pouze u X. Je
to piipad dvojice A, B, u niz plati soucasné

( 1) Xp=Xp, Ys>7Yp
nin — ..
= ——— dvojic. nebo
2 XA = XB s YA < YB
1) Pearsonovo r dostaneme tak, Ze dosadime aij = Xi — Xj, bij = Yi — ¥j; tim dostaneme v ¢&itateli d\opm

sobek kovariance proménnych X & Y a ve jmenovateli geometnck) pramér dvojnisobka varianci X a ¥ (X a

jsou v tomto pfipadé oviem éigelné proménné).

79



Potet Xy takovych dvojic spoéteme podle
formule:

o Xo =X ny X mq
P

Vlastni vypotet providime takto: ke kazdé.

mu poli (¢, j) vezmeme vSechna pole napravo

ve stejném Fidku a v takto vzniklém pasu

seéteme Cetnosti ( 3 niq); ziskanou hodnotu
7>J

ndsobime ¢islem ny;; soudiny pro véechna

pole tabulky seéteme a vysledek je Xo. Sou-
éiny pfislusné polim v poslednim sloupei
jsou nuly.

e) Spojeni, kterd nastdvaji pouze u Y,
vznikaji tehdy, plati-li pro A4, B, soudasné:

Xy>Xp, Ya=17Yp
nebo
X4<Xp, Yo=Y
Soudet téchto dvojic oznaéime Yy, pFiem?
(8) Yo= 2 Zny X nyy
¢ j p>i

Vypodet. proviadime takto: ke kazdému poli
(z,j) vezmeme viechna pole smérem doli ve
stejném sloupci a v takto vzniklém pésu se-
éteme Cetnosti (3 npy); dalsi postup je stej-
p>1i

ny jako v d).

f) Soufasnd spojeni v X a Y nastdvaji
tehdy, kdy% plati pro 4, B soutasné:

Xy=Xp, Yy4=7Yp
Jejich podet Z je ddn vzorcem:
(9) Z=1% E Zm;(ng -1
i

g) Podet pdrii, u kterych nent spojent
vzhledem k X, oznatime X, pFicemz

(10) Xu=P+Q+7Yo
(11) = zzk‘,nt.nk.
(12) = }(n? — Znt)

Vypocetné nejjednodudsi je vzorec (12), ne-
potiebujeme-li soucasné znat Y.

h) Pocet péru, u nichZ neni spojent vzhle-
dem k Y, vypoéteme podle vzorcl

(13) Y, =P +-Q+ Xo
(14) =y ngni

i<k
(15) = }(n? — ¥n?))

j
Nepottebujeme-li znat X,, pak vypoletn®
nejjednodussi je vzorec (15).

Hodnoty a)—h) vystupuji u vétSiny koe-
ficientii. Plati identital2
(16) P+ Q+Xg+ Yo+ 2Z=

= potet vSech para = in(n — 1)

A) Goodman-Kruskalovo gama
V préci [4] navrhli autofi koeficient, ktery
vychézi z jednoduché uvahy, Ze ¢im vice na-
stane shod, tim vy$3 bude pozitivni (piim4)
asociace, a ¢im vice neshod, tim vy8si bude
negativni (nepfimd) ordindlni asociace. Koe-
ficient je zaloZen jen na téch dvojicich,
u nichZ nenastivé zidné spojeni. Vsechna
spojeni jsou jak z 1uvah, tak z vypolta eli-
minovanal3, Koeficient je zadin velice jed-
nodude jako rozdil pravdépodobnosti dvou
jevi: 1. u ndhodné zvolené dvojice jednotek
nastane shoda, 2. u ndhodné zvolené dvojice
nastane neshoda; oboji za podminky, Ze ani
u X, ani u Y nenastane spojeni.}? Tedy

(17)  y = P (shoda/neni spojeni) —
— P (neshoda/neni spojeni)
ay = L (shoda) = P (neshoda)

1 — P (spojeni)
Vypocetni vzorec a zaroven nejjednodussi
vyjidreni vztahu (17) je

P —

(19) y= » 0
K vypottu y tedy staéi znit pocet shod P
a potet neshod @. Zikladni vlastnosti koe-
ficientu y:

a) neni definovén, jsou-li data soustiedéna
pouze v jednom rddku nebo sloupci;

by —1=y=1;

¢) y =1, pravé kdyZ existuji kromé spo-
jeni samé shody, tj. @ = 0. Piiklady na

11) Vztah (16) pouzfvame pfi ruénich vypodtech vidy jako kontrolu.
12) Tento fakt je nepfijemnym aspektem koeficientu. Spojeni jsou dilezitou slozkou relaéntho komplexu, ktery

z hlediska uvazovanych znakl vznikéd na dané populaci.
u vlastnosti koeficientu zv1lasté u nejednoznagnosti interpretace krajnich hodnot

ptipada.

rojevi se to

ejich zanedbdvani Le proto ochuzenim —
, kterd zahrnuje sirokou t¥idu moznych

¢) To znamené4, %e .né.hodny vybér dvojice provédime jen v tom souboru, u ndho# se vyskytuji jen shody nebo
neshody, viechna spojen{ jsou climinovéna. V takovém podminéném souboru je P + Q dvojic a rozd{l pravdépodob-
nostf{ (froto vede na vzorec (19). Ekvivalentns ;a to postup: vybereme dvojici a zjistime, zda u nf existuje spojeni

(pravdépodobnost takového jevu je P (spojenf)

. Jestlize se vyskytuje spojen{, dvojici neuvaiujeme — neodpovidé

podmince a podminénym pravdépodobnostem v (17). Odtud pak plyne (18).
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y = 1 (viz [4]) naznaéfme v tabulkéch obr. 1,
kde kiizek znali ohsazené pole; nezakifzko-
vané pole znamend nulovou Setnost.

koeficientem pofadové korelace v. Ma-li ta-
bulka rozméry 2 x2, pak je y totoZné s nu-
lovym koeficientem asociace Q

Obr. 1
N | *Tﬂﬁ 7 I i 71 1
X | X X X | x |
ey - ‘
x | % X | X X x
| —
‘ X x | x x | X X X
| L N | |
d) y = —1, pravé kdyz v tabulce jsou

kromé spojeni samé neshody, tj. P = 0. Za
piiklady mohou slouZit zrcadlové prevrice-
né piipady z obr. 1.

e) vy =0, privé kdyZ pocet shod je stejny
jako pocet neshod (P = @); y = 0 pfi nezé-
vislosti, opatnd implikace viak obecné ne-
plati, plati pouze u tabulek 2 x 2.

Obr. 2 ukazuje pfipad, kdy je y=10
a ptitom nejde o statistickou nezivislost
(kiizky znadi stejné nenulové cetnosti).

Obr. 2

r———r—“v_i
X | x;v
|
|
[ x‘

[

|

f) y zavisi na uspofdddni Fidkn a sloupci;

g) y zméni znaménko, kdyZ pfevratime
poradi kategorifi u jednoho znaku; y se ne-
zméni, pfevritime-li pofadi u obou znaku;

h) y se nezméni pfi z4méné sloupcové pro-
ménné za Fddkovou a naopak.

Aplikujeme-li y na tplné uspofédéni je-
dincd (oba znaky maji tolik hodnot, kolik je
jedinclt v populaci, jde tedy o prosté ordi-
nélni znaky), je y totoiné s Kendallovym

y = Q - 1_7_111)22 _ Pizp21
P11p22 — PiepP21

__ Paiez — Ni2nz1

(20)

T mpnge + nyeney

Z obrazkn a z dvah o shodach a neshodéach
v kontingenc¢nich tabulkéach lze ziskat cit pro
vyznam pojmu ordindlni statistickd zdvis-
lost ve smyslu koeficientu 3. Pro uplnost
uvidime také PRE-interpretaci modelu. (Au-

tofi koeficientu ho nazyvaji koeficientem za-
loZenym na optimalni predikci pofadi.) Uva-
Zujme situaci, v niZ u ndhodné vybrané dvo-
jice A, B chceme urdit relaci k Y, tj. zda
Y4 < Yg nebo Y4 > Yg. Vzhledem k na-
hodnosti vybéru se miZzeme rozhodnout pro
jeden ze vztahii s pravdépodobnosti }, nebo
(coZ je totéz) prosté prohldsit Y4 > Y g (pre-
dikénf pravidlo I.). Chyba takové predikce
(za pfedpokladu vynechdni vSech spojeni) je

81



0,5. Pri znalosti relace vzhledem k X zvolime
jednoduché pravidlo II pro predikei vztahu
v Y (opét vynechdme vsechna spojeni): je-li
X4 > Xp, pfedviddme Y4 > Yp pii y >0
a Yy <Yp pfi y <015 a obdobné pro
opaénou relaci v X. Pravdépodobnost chyby16

pti predikénim pravidle II je 0,5 — ‘72’_
a tedy
_ P(I)— P(I)
PRE = -
Y
5 los— |-
_os—foe-f3)
0,5
=[y'.

Z tohoto modelu plyne moZnost asymetric-
kého pouZiti koeficientu. Symetricky model
relativni redukce pravdépodobnosti chyby je
stejny jen s tim rozdilem, Ze pii predikei se
nejprve s pravdépodobnosti 0,5 rozhodujeme
o sméru predikece, tj. o tom, kterd z promén-
nych bude nezavisla a ktera zévisla. Protoze
pojmy shody a neshody jsou oba symetrické
ve s8vé podstatd, je koeficient po uvedené
symetrizaci zcela stejny jako pro asymetric-
ky ptipad, a tedy i hodnoty numerické bu-
dou pro danou tabulku stejné, at uz m4 sy-
metrickou ¢i asymetrickou interpretaci. I ten-
to maly piiklad ukazuje, jak opatrné je tfeba
piistupovat k ¢&iselnym vysledkim. Shod-
nost asymetrické a symetrické formy koefi-
cientu je paralelni k Pearsonovu koeficientu
linedrni korelacel?.

Koeficient, y se dobfe hodf pro vyzkumnou
prici, a to i ples nejednoznacnost situaci
charakterizovanych krajnimi hodnotami +1,
které nelze jednoznatné interpretovat v ter-
minech struktury tabulky.

B) Kendallav koeficient poFadové korelace —
znaménkova korelace

Kendalluv koeficient pofadové korelace 7 byl
puvodné zaveden pro piipad uplného uspo-

Fadani objektu vzhledem k obéma promén-
nym. Vychdzi (podobné jako y) ze soubdi-
nosti relaci u vdech part souboru. Nézev
,,koeficient znaménkové korelace’ pochdzi
z definice, ktera je zaloZena na pocétu shod,
neshod a Danielsové koeficientu (4), ve kte-
rém jsou zavedeny skére @, b jako znamén-
ka. Skére pro X jsou aug, pfitemi

kdy? X4 > Xp
kdy? X, < Xp

oap = +1,
asp= —1,
Obdobné jsou definovény skére byp pro pro-
ménnou Y. Shoda nastane privé tehdy, kdvz
asp . bap = -1, neshoda privé tehdy, kdyz
aAB . bAB = —1.
M. Kendall zavedl veli¢inu

(21) 28 = X X aup.bas,
4 B

coZz v naSem znadeni neni nic jiného nezl8

(22) S=P—¢Q
= pocet shod — pocet neshod

Koeficient T vznikd normalizaci S na potet
viech dvojic

(23)

Pro kontingenéni tabulky tento koeficient mo-
difikujeme tak, Ze uvaZujeme spojeni u kaz-
dé dvojice, ktera padne do jedné kategorie.
Mime tii moznosti:

a) ponechdme pavodni vyraz s védomim,
Ze vzhledem ke spojenim nemuze koeficient
nabyvat hodnoty --1; tak dostaneme koefi-
cient

(24)

Pravdépodobnostni vyjadreni (v pojmech
modelu nihodného vybéru dvojic jako u y):

1) Je-li y = 0, pak predikei pro relaci I provédime s pravdépodobnosti 0,3 pro jednu mo%nost a se stejnou pravds-

podobnosti pro druhou moZnost.

1*) Pro kladné i zdporné gama nalezneme: |y| = P (spravné predikce) — P (chybnd predikece)|, z &¢eho? plyne, 2o
|¥! = |1—2P (chybn4 predikee)| a déle, 2e |P (chybna predikce) | = 0,5 — ’-:— | .

17) r vznika jako specidlni pfipad koeficientu (4); soudasnd je to parametr dvourozmérného normélnfho pravds-
podobnostniho modelu, ve kterém také odpovidé vzdjemné vazbd proménnych: zéroven je r* relativnim ubytkem
chyby pfi predikei jedné proménné pomoef druhé promdnné za pousiti linedrntho modefu (asymetrické PRE in-

terpretace).
%) Ve (21) vystupuje dvojnéasobek hodnoty

roto, Ze pfi séitdni potithme kaidou dvojiei dvakrét (jako A, B)

S
a (B, 4), ptitem2 v obou pfpadech nastane bud sﬁods, nebo neshoda.
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P (shoda) — P (neshoda). Zde, na rozdil od
podobného vyrazu pro y, vystupuji nepod-
minéné pravdépodobnosti. Proto ani jedna
z pravdépodobnosti, a tedy ani koeficient |74
nemohou byt rovny -1, existuji-li spojen.

b) Upravime koeficient dosazenim modifi-
kovanych skére a, b do Danielsova obecného
vzorce (4). K vyfe uvedené konvenci jesté

ptidéme
aup=0, kdyt X,= Xp
bap=0, kdyz Y,— Yp
Vznikly koeficient se v literatuie znadi jako
Bl BT
2 — Zni) 02 — T )
r—aQ
) =YrTerxor e+t
@ =
Vo . X«

Koeficient 75 dosahuje hodnot +1 pouze
v pripadech é&tvercovych matic 19, a to
tehdy, kdyz data jsou soustiedéna na diago-
néle jdouci od levého horniho rohu k pravé.
mu dolnimu rohu (7p = -+1) nebo na diago-
nile jdouei od pravého horniho rohu k levé-
mu dolnimu (1, = —1). Z toho je vidét, ze
se 7p hodi pro zkoumani reliability ordindl-
nich znaku pii metodé opakovancého testo-
véni (test — retest) a pii zkoumani shod vy-
povédi s objektivnimi stavy.

¢) Stuart [18] navrhl modifikaci koeficien-
tu 7 tak, aby mohl dosahovat krajnich hod-
not -+1 pri v8ech tvarech tabulky. Koeficient
se znadi 7. a je dan vyrazem

2m(P — Q)
9 e FERVE 7 W
&8) TC n2(m — 1)
w1 'm
T m—1 L

kde m = min (r, s). Ve vyzkumné praci se 1,
témeér nevyskytuje.

Ze tif variant Kendallova koeficientu po-
uzivame nejvice 7p. Kromé uvedené specifi-
kace Danielsova I" mé koeficient PRE inter-
pretaci, o které referuje Wilson [19].

Vlastnosti koeticientu 7,:

a) nenf definovén, kdyZz data jsou soustie-
déna v jednom ¥ddku nebo v jednom slcupci
tabulky;

b) —1 < 1, = 1, piicemz krajnich hod-
not dosahuje jen u ¢tvercovych tabulek (po
vynechdni prazdnych sloupcu a radku);

¢) 7y = 1 pravé kdyZ jsou vsechna data
v hlavni diagondle ptimé zdvislosti;

d) 7 = —1 pravé kdyz jsou vsechna
data v hlavni diagondle nepiimé zivislosti;

e) 7p = 0 pravé kdyz P = @Q; nejde tedy
o nezavislost, ale o ordindlni nekorelovanost
ve smyslu stejného poc¢tu shod a neshod;
75 = 0 je ekvivalentni se statistickou neza-
vislosti pouze u ¢tytpolnich tabulek;

f) 7» je zavislé na usporddini Fadki
a sloupet;

g) 7p zméni znaménko, kdyz zménime po-
radi kategorif u jednoho znaku v opaéné;
7p se nezméni, kdyz provedeme tuto zménu
u obou proménnych.

Pro tabulky 22 je koeficient roven kore-
laé¢nimu koeficientu » pro ¢tyipolni tabulku,
u niz jsou vy&&i hodnoty znaku kvantifiko-
véany jedni¢ckou a nizéi nulou (indikdtorové

znaky vysgich hodnot prislutnych vlast-
nosti)20,

niingg — N21N12
(29) fo== =

Var na.n 1m.2

™ ~o

[ 2
(30) = |/*

n

Koeficient 7 je odvozen pro symetrickou
korelaci proménnych. Vyse uvedeny odkaz
[19] uvadi asymetrickou PRE interpretaci,
ktera muze byt ovSem snadno symetrizové-
na; vysledek je tyz.

C) Somersovo d

Somers [15] vysel z analogie s linedrnim mo-

delem pro kardinalni znaky, v némz plati
ryy =bxy.byx

(korelaéni koeficient je geometrickym pri-
mérem obou regresnich koeficientu), a poku-

*) To plyne ze vzorce (4) a ze znamé Cauchyovy nerovnosti: rovnost jmenovatele a ¢itatele (v absolutni hodnoté)

nastane pravé tehdy, kdvz ai

= k. by, (k muze byt bud +1 nebo —1), aztoho plyne, #e¢ viechna data musi byt

soustfedéna na jedné z hiavnich diagondl (oviem po vynechini viech neobsazenych sloupea a fadki.)
) Kvantifikace nulou a jedni¢kou je nepodstatné, protofe koeficient korelace je invariantni k linedrnim trans-

formacim s kil

u dvouhodnotovych znaka je tedy z technického hlediska intervalovy znak totéZ co o

adnym souc¢inem smérnic a kazdd dvojice stejné orientovanych hndno:di_e rlfevoditelné na &isla 0, 1;
in

ni znak.
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gil se o asymetrizaci zaloZenou na stejném

principu. Jelikoz plati:

o _(P=Qf _P—Q P—Q

® T X, Y. | X, Y,

muzeme vybrat soubéiné k regresnim koefi-
cientiim oba é&initele jako miry asymetrické
ordinalni statistické zavislosti; oznaéme je

(31) dy;x = EX:Q
P—-@Q
2 . P=Q
(32) P+ QT Yo
_ 2P —Q)
(33) T a2 -Yni
T S
P—Q
5 __r=-@
) PIo+%
J

dy/x je mirou vztahu X — Y, v némz X je
nezavisld a Y zavisld proménnd; u dx;y je
tomu naopak.

Koeficient miZeme téZ zavést pravdépo-
dobnostné (pravdépodobnosti se vztahuji
k nahodné zvolené dvojici jednotek):

dy;x = P (shoda/u X nenastalo spojen{) —
— P (neshoda/u X nenastalo spojeni).

Bez ohledu na PRE-interpretaci, pravdé-
podobnostni zavedeni je rozumné — je to
pocet shod u téch dvojie, u nichz muZeme
predikovat pofadi v ¥, tj. u nichZ neni spojen{
v nezdvislé proménné X.

Vlastnosti koeficientu:

a) nen{ definovin, jsou-li data umisténa
pouze v jednom fidku nebo v jednom sloup-
ci tabulky;

by -1 <=dyx <1

¢) dy;x = 1 pravé kdyz @ = 0 (nevysky-
tuji se neshody) a zdroven Xy = 0 (neexistu-
ji dvojice spojené v Y a nespojené v X); to
miZe v3ak nastat jen tehdy, jsou-li data
soustfedéna v hlavni diagondle pfimé zavis-
losti (po vynechani neobsazenych fadki
a sloupcil);

d)dy,;x= —1pravékdyz P=0aXo=0,
coZ miize nastat jen tehdy, kdyZz jsou data
soustiedéna v hlavni diagondle nepfimé z4-
vislosti;
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e) dyyx =0 pravé kdyz P = ¢; tento
pfipad reprezentuje ordindlnf nezavislost,
nikoli statistickou; s tou splyva pouze u étyi-
polnich tabulek;

f) dy;x zavisi na uspofdddni fadku a
sloupct;

g) pfl zméné poradi kategorii u jedné pro-
ménné v opadné se zméni znaménko koefi-
cientu; pfi této zméné u obou znaki se koe-
ficient nezméni;

h) koeficient se zméni pii zdméné sloup-
cové proménné za fadkovou a naopak (asy-
metri¢nost);

i) oba koeficienty dv,x a dx;y maji stej-
né znaménko.

U tabulek 2% 2 je dy;x totoZné s rozdilem
relativnich Cetnosti Ry;yx, ktery je mirou
asociace pro ¢tyfpolni tabulky v asymetric-
kych piipadech.

n1 ’121
(37) dyyx=Ryyx=—— ——

ni. o,

Ni1Nge — MN12N2
(38) _ 11722 1

ny.ne,

Somers se v praci [15] snaii ukazat, Ze i ve
vétsich tabulkdch odpovidd dy;x rozdilim
cetnosti.

Somersav koeficient ma velmi dobré vlast-
nosti, ma jasné definované polohy (+41), mé
pravdépodobnostni zdzemi, které se zdd byt
rozumné. Existuje u néj analogie k linedrni-
mu modelu, u tabulek 2 X2 je totozny s nej-
jednodusdsi a nejpouzivanéjdi mirou asyme-
trického vztahu Ry, x. Jeho aplikaci je moz-
no v asymetrickych pFipadech doporuéit.
PRE interpretaci lze nalézt v [17].

D) Symetrizovany Somersiv koeficient d

Koeficienty dy;x a dx;y vznikly asymetri-
zacf koeficientu tp, ktery lze proto povaZo-
vat za symetrickou variantu Somersova koe-
ficientu.

V [11] uvadéji autofi programu SPSS ji-
nou symetrizaci. Je provedena stejné jako
v PRE modelech: randomizaci sméru pre-
dikce. Vznikid mira m& velmi dobré vlast-
nosti a rozumny obsah numerickych hodnot;
8 koeficientem miiZeme dobfe pracovat.

__ P-@Q
@) d= 3 Xy + Yy
2P — Q]
40
R ([ e prp g Py



Vlastnosti jsou tytéz jako u asymetrického
koeficientu, aZ na to, Ze d se nezméni, zamé-
nime-li sloupcovou a fddkovou proménnou.

Pro étyfpolni tabulky dostdvdme jedno-
duchy tvar

nu‘nzz = n12n21

41)) d =
(A1 A(n1.me. + nang)

Zatimco 1, je geometricky prumér veli¢in
dy)x a dx;y, je d jejich harmonicky pramér.

E) Spearmaniv koeficient potadové korelace
pro kontingenént tabulky

Spearmaniiv koeficient p vznika tak, ze do
obecného Danielsova koeficientu (4) dosadi-
me skore, ktera jsou definovana jako rozdily
poradi u jednotlivych proménnych:

ayp = rozdil poradi dvou objektu 4 a B

vzhledem k usporadéni X,
bap = rozdil porfadi 4 a B vzhledem
k usporddéni Y.
Tento predpis vede na obvykly vzorec pro p
v situaci prostych ordinalnich znakua. Pro
kontingencni tabulky se koeficient o adap-
tuje na spojena poradi, vznikajici uvnit¥ ka-
tegorii znaku a znalf se pp. Vzorec opét ply-
ne z Danielsova koeficientu (4). Vypocet je
zaloZen na jinych charakteristikdch nez pred-
chéazejici koeficienty. Uvddime ho v postup-
nych krocich.

1) Uréeni poradi (spojenych) pro jednot-
livé jednotky. Pro znak X mame v za
sebou jdoucich kategoriich postupné ¢etnosti
ni., ma,ns.,...,ny. Kdyby byly vsechny
jednotky rozliitelné, mély by poradi 1, 2,
3.....n. Nyni viak je spojeno n;, jednotek,
které by stdily na mistech 1,2,3,... 7.
Proto jim viem pfifadime prumérné pofadi
B = 5 . Dalsich ns, jednotek by mélo pfi
liplném uspotddani potadi ny, + 1, n3, + 2

... m1, 4+ n2, nyni jim opét prifadime

214, + ng, —{ 1
prumérné poiadi —— :

Stejné

postupujeme ddle. Pro znak X dostaneme

tedy pro jednotlivé kategorie primérné poradi
n1,+1 2ny, +ng, +1 201, 4 2n,y, + ng, +1

e
2111 t 2n2, + ... + 200y, + 2. + 1

; = :

-

Obdobné pro znak Y dostaneme pro jednot-
livé kategorie prumérnd poradi

ny+1 2n34+n2+1 2r1+2n2+n3+1,
2 2 ’ 2
2na+2n24 ...+ 201+ 05+ 1
- 3 .
2) Vypocet veliciny S(d2)= 3(Xa— Y )%
A
X4 je pofadi jednotky A v proménné X
a Y, je poradi v Y (jde o poradi zjisténd
v kroku 1). Pro kazdé dalsi pole tabulky
(¢, 7) zjistime rozdil skére X (7) — Y(j), umoc-
nime ho na druhou a vynésobime &etnosti
pole. Tak dostaneme:

42)  8(d%) = LT ny[X (i) — Y(5))*;
X(7) je potadi prifazené (v kroku 1) i-tému
fadku tabulky,
Y(j) je poradi piitazené (v kroku 1) j-tému
sloupci tabulky.
3) Vypocet velicin 7', U

1 3
(43) =153~
U= 112 2 () — mny)
j
4) Dosazeni do vzorce pro gy
(3 —n)—8@d)—-T-U
V[ﬁ(n:‘—n

n;)

(44)

(45) Qb =

—27]. [§(nd—n)—20]

Po urceni pramérnych poradi pro jednotlivé
kategorie Xy, ¥;, miZeme hodnoty primér-
nych poradi X(i), Y(j) povazovat za skére
a dosadit je do vzorce pro vypoéet Pearso-
nova linearniho korela¢niho koeficientu. Vy-
sledek bude stejny jako vysledek ziskany
vyse uvedenym algoritmem (42)—(45).

V literatutre ([10]) lze najit dosti sloZity
pravdépodobnostni model pro koeficient o,
jehoz interpretace je viak pro praktické po-
uziti zna¢né obtiZnd.

Koeficient gp je symetricky a vyrazné vy-
jadfuje korelovanost hodnot pofadi (¢len
8(d?)). Muzeme jej interpretovat také jako
linedrni korelaci mezi pofadimi. Proto mize
mit i asymetrickou interpretaci v modelu,
v ném7 hleddme linedrni predikei pofadf
znaku Y pomocf pofadi znaku X u daného
objektu. Pak mé i jednoduchou PRE inter-
pretaci: predikei pofadi pomoci pfimky.

Vlastnosti:

a) pp neni definovan, jsou-li hodnoty sou-
stiedény v jednom fddku nebo v jednom
sloupei tabulky;

b) —1 = pp = 1; krajni hodnoty dosahu-'
je pouze v piipadé, Ze pro viechny dvojice



A,B platfi X4 — Xp= kY4 — Yg), (k je
konstanta), coZ znamend, Ze krajnich hod-
not lze docflit pouze ve &tvercové tabulce
(po vynechéni prazdnych sloupet a f4dka),
a to jen tehdy, kdyZ jsou data rozloZena
v jedné z hlavnich diagonal;

¢) pp = 1 pravé kdyZ jsou data rozloZena
v diagondle jdouci od levého horniho do pra-
vého dolniho rohu étvercové tabulky;

d) gp = —1 pravé kdyZ jsou data rozlo-
Zena v diagonile jdouci od pravého horniho
k levému dolnimu rohu &tvercové tabulky;

e) pp = 0 znadi nekorelovanost, situace
v tabulee neni oviem jednoznaénd;

f) op je zavislé na uspofddéni Fidkl
i sloupcti a soudasnd je zévislé na rozloZeni
margindlii, které uréuj{ skoére spojeného
poradi;

g) pfi zméné pofadi kategorii u jedné
z obou proménnych se zménf znaménko
u gp; pfi zméné pofadf u obou se hodnota
o» neméni;

h) koeficient se nezméni p¥i zdméné sloup-
cové a Fadkové proménné.

U ¢étytpolnich tabulek je pp stejny jako
koeficient korelace (poditany z (0, 1)-veli¢in)

__ Punegz — Migng)

(46) b=

4 nyne NN 2

F) Skérovaci metody

Nejjednodussi piistup k pofadovym korela-
cim je skérovat kategorie a pro dand skoére
spotitat linearni koreladni koeficient

cov (X,¥)

(47) r =
Vva.r X . varY

Za skérovaci postup mohl byt povazovin
i Spearmantiv koeficient pofadové korelace.
Skérovaci metody mohou byt odvozeny
z Danielsova vzorce (4) pii vhodné volbé
skore.

Prirozené je volit za skore &isla pofadi ka-
tegorii, tzn. pfifadit kategorii X; &islo ¢ a ka-
tegorii Yy éislo j. Tak dostdviame pseudodi-
selné proménné, na které aplikujeme linedr-
nf koeficient r (resp. Danielstv koeficient I').
Tento postup je zcela legitimni, pokud neza-
pomeneme pfi interpretaci na nase vycho-
disko & na to, co korelujeme. K tomuto pii-

stupu existuje predikéni model s PRE inter-
pretaci: predpoviddme &islo kategorie pro-
ménné Y bez znalosti ¢isla kategorie X a poté
se znalosti &isla kategorie X. Jako predikéni
pravidlo slouzi linearn{ regresni funkce, kter4
charakterizuje vztah éisel kategorii. Uvede-
néd metoda se aplikuje dosti ¢asto. Poskytuje
jak symetrické, tak asymetrické interpretace
koeficientu. Pro vypodty pfipustné transfor-
mujeme skére tak, abychom si ulehéili vy-
potetni ndmahu, zkritili numerické kroky
a sniZili podet chyb. Obvykle volime skére
nula u nejéetnéjdi kategorie znaku nebo
u prostiedni a pak volime hodnoty 1,2,...
smérem napravo a —1, —2, ... smérem na-
levo.

Muzeme-li uvazovat néjaky typ rozloZeni
na kontinuu podloZeném kategorizaci (napt.
normédlni standardizované rozlozeni N(0, 1)),
zavadime skére odpovidajici éetnostnim hod-
notdm a tomuto rozloZeni. I kdyZ je tato
metoda uvddéna u problematiky uspofida-
nych kategorizacf, neni vhodnad pro méteni
ordinalnf statistické zavislosti, nebot jeji vy-
sledky nejsou invariantni k monoténnim
transformacim pavodniho kontinua., Je to
tedy metoda zpracovani kardinélnich znaki.

Malo casty je piipad hledani skére tak,
aby korelace mezi proménnymi X, Y} byla
maximélni. Tato maximdlni hodnota se pak
pouZivd jako charakteristika vazby (viz [8],
kap. 33). Pro néds tento postup vyvchézejici
z kanonické analyzy nemé vétSinou praktic-
ké poutiti, i kdyZ lze pro n&j nalézt velmi
dobré metodologické davody.

Numerieké piiklady?!

Ptiklad 1

Tento vztah miZe byt v uréitych kontex-
tech povaZovan za asymetricky a v uréitych
kontextech za symetricky. Proto zde pfed-
vedeme vypolet obou typt mér. Vime, Ze
vétdinu koeficientti lze spocist z nékolika z4-
kladnich hodnot; nejprve uréime proto po-
mocné velidiny:
P = 144(600 + 363 -+ 136 + 166) +
+ 550(363 + 166) +— 114(136 - 166) +
+ 600 . 166 = 607 138 (aplikace
vzorce (5))

1) Za piklady ze sociologické praxe dékujeme H. Jetdbkovi, ktery vyhledal a poskyt] data tab. 1, a J. Linhartovi,
ktery vyhledal &Jposkytl data tab. 2 a 3 & velmi aktivn® podnécoval autory k napsén{ této stati. Piivodn{ data byla

z ditvi

i zjednodudeni upravena sjednocenim kategorif. Péiklad 1 pochazi z vyzkumu dlouhodobé spotfeby obyvatel

provedeného Vyzkumnym ustavem obchodu (J. Bérovéd, H. Jetabek), piiklady 2 a 3 pochézeji z vyzkumu postoji
obyvatel historického jédra mésta Téabora (J. Linhart, M. Matdja).
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Tabulka 1: Vatah piijmu pfednosty domdcenosti a stupné vybavenosti domdcnosti

Ptijem prednosty Stupc;'x vybavenosti domz’lcx-losti (Y) B
domdemoski (X) | «hm | standard  wyssi | Celkem
| | |
do 1500 144 [ 560 ' 89 783
1501— 2500 114 600 1 363 1077
2501 a vie 16 136 166 317
Celkem 273 ! 1286 618 2177
| b -
Q = 550(114 + 15) + P—Q 395 390
- 89(114 + 600 -~ 15 -+ 136) + Tq = Py = 5368576 0,11
-+ 600 .15 -+ 363(15 -+ 136) = 211 748 ! (viz (24))
(aplikace vzorce (6)) )
P — 395 390
Xo = 144(550 + 89) + 550 . 89 - o = -;ﬁ(‘i = e e
+ 114(600 -+ 363) + 600 . 363 + JYuX,  (1314540.1432911)

- 15(136 + 166) + 136 . 166 =495 654
(aplikace vzoree (7))
Yo = 144(114 + 15) + 114 . 15 +
550(600 + 136) - 600 . 136 +
-+ 89(363 + 166) - 363 . 166 —= 614025
(aplikace (8))
Z = }(144 . 143 -+ 550 . 549 + 89 . 88 -
+ 114 . 113 + 600 . 599 +- 363 . 362 4
+15.14 + 136 . 135 - 166 . 165) =
= 440 011 (aplikace (9))
X, = 607138 + 211 748 - 614 025 =
= 1432911 (aplikace (10))
nebo
Xu= 3(21772 — 7832 — 10772 — 3172) =
— 1432911 (aplikace (12))
Y, = 607138 + 211748 - 495654 = 1314540
(aplikace (13))
nebo
= }(21772 — 2732 — 12862 — 6188) =
= 1314 540 (aplikace (15))
Nakonec vzdy providime numerickou kon-
trolu podle (16):
P4 Q4+ Xo+ Yo+ Z = 607138 +
—+ 211748 -+ 495 654 - 614 025 + 440011 =
= 2 368 576
In(n — 1) = 32177 . 2176 — 2 368 576.
Pomoci téchto hodnot spocteme

P —Q _ 607138 — 211748
= P Q T 607138 - 211748
395 390 .
= 518886 — 0,48 (viz (19))

— 029 (viz (27))
_2m(P—Q)  2.3.395300 _
== n2m —1) 21772.2
= 0,25 (viz (28))
P — 395390 :
u
P=Q

T MXL Y
2. 395390

= T = 0,29 (vi
1432011 + 1314540 — 29 (vi2 39))

Pro vypocet Spearmanova koeficientu po-
tiebujeme nejprve znat skére pro jednotlivé
kategorie obou znaku. Ty vznikaji jako pra-
mérnd poradf v téchto kategoriich:

783 +1

X(1) = =t = 392

X(©2) = 2.783 —jh.)l )77 + 1 _ 1322

X(3)— 2.783+2.l(177+317+1 — 9019
gt DL Qil =137

Y(2) = 2. 2_73_‘5)98,6 +1 — 916,5

Y(3) = ,2__273 LQE 286A+_61§+_1 = 1868,5

9

-

Nyni se mazeme rozhodnout pro dva po-
stupy — bud aplikujeme vzorec (45), nebo
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Tabulka 2: Vztah vzdélani piednosty domdenostt a spokojenosti s bydlentm w édsti vybérového souboru z histo-

rické édats mésta Tdbora

Spokojenost s bydlenim
Stupeit vzdélani
vysoké l nizké
Celkem
| 1 2 3 | 4 | 5
Netiplné zakladni 14 16 6 ‘ 2 3 41
Zékladni 1 16 23 19 18 77
Vyuden 1 14 26 7 4 52
Niz&f sttedni 0 2 3 9 0 14
Maturita 0 1 6 3 1 11
Vysokoskolské 1 1 0 0 “ 3 5
I

‘ -
Celkern 1o 50 64 ’ 40 i 29 200

|

spoditame linedrni koeficient r pro takto zis-
kané skore. Zde naznadime aplikaci vzorce
(45). Snadno nahlédneme, Ze Spearmanovo
ob se nehodi nikde tam, kde jsme zdvisli na
ru¢nich vypoétech, nebot postup je velice
zdlouhavy. Vyraz S(d?) spoiteme podle vzor-
ce (42):
8(d%) = T T ny(X () — Y(j)p=

= (392 — 137)2. 144 4 (392 — 916 5)2

. 550 + (392 — 1868,5)2. 89 - .
-+ (2019 — 916,5)2 . 136 +
+ (2019 — 1868,5)2 . 166 =
= 944 045 236.

Daéle aplikujeme vzorce (43), (44), pro vypo-
et T a U:

T= 112 Y onm; —1)=
= -5 [783 (7832 — 1) + 1077 (10772 — 1) +
+ 317(3172 — 1)] = 146 762 088.

Obdobné u U = 198 596 244.
Dosazenim do (45) dostaneme gy = 0,31.
Posledni mozZnost je aplikace vzorce line-
arniho Pearsonova koeficientu korelace pro
kategorie skérované potradimi, tj.
X=1. X(2)=2, X3)=23,
Yl)y=1, Y2)=2, Y3)=3.
Toto heuristické skérovani ukazuje smysl
nasazeni miry. Pro vypocet je pohodlnéjsi
skdrovani
X()=Y1)= —1, X2)=
X@3)=Y3)=1.

Y(2) =0,

Numericky vysledek je ovSem stejny: r2 =
= 0,0936, r = 0,31.

Srovnévat hodnoty jednotlivych koefici-
entll nema smysl, protoZze kazdy z nich je
jinak definovdn, méfi proto ponékud jiné
aspekty rozloZeni v tabulce a mé svou vlast-
ni vyznamovou skélu.

Ptiklad 2

Tabulka 2 reprezentuje zajimavy piipad,
v ném% se projevuje ,kiiZeni” dvou zévis-
losti, které jdou po hlavnich diagonalich.
Diagondla pfimé zavislosti je viak slabéji
pofetné obsazena, proto koeficienty ordinél-
ni zavislosti budou pfedeviim odrizZet za-
vislost nepfimou, ale budou oslabeny zavis-
losti opatného sméru. (Poznamenejme, Ze
piimé zavislost mezi spokojenosti a vzdéla-
nim je oviem nepfimou statistickou zavis-
losti v tomto uspoiddani tabulky.) Vztah po-
vazujeme za asymetricky. Tabulka ukazuje,
ze zkoumans populace 200 osob muze byt
rozdélena na dvé &asti (pravdépodobné ruzné
velké), v nichZ se projevuji opaéné zdvis-
losti. (T¥idéni dat vysiiho stupné by tuto
hypotézu potvrdilo.) Numerické zpracovini
déva tyto vysledky:

P = 17353, Q= 4187, Xo = 3797, Yo = 3132,
Z—=1431, X;, = 14672, Y, = 15337;
y——027 Tb—021 d}/X— 0,22

Pro zajimavost uvadime asymetrické nomi-
nélni miry statistické zdvislosti:

Tyrx = 0,10 (Wallisuv koeficient proporcio-
nilni predikce)

Evrx = 0,15 (Informaéni mira)

(vzorce viz [14]).



Tabulka 3: Vztah souéasného stavu placeni ndjemného a ochoty zaplatit za lepéi byt w vybéroviho souboru

domdcnostt z asanadéni oblasti mésta T'dbora

Y

V souéasné dohé 2 s " . .
plati n ér;m(n?é, Je ochoten platit ndjemné za piedpokladu lepsiho bytu
| —50 | —100 | —150 | —200 | —250 | —300 | vice | Colkem
[ ‘ [
do 50 ' 10 16 | 15 5 1 1 2 50
51100 2 20 18 17 4 4 5 70
101—150 1 2 | 31 10 11 4 2 61 |
151200 1 |1 ‘ 8 16 15 10 9 60 |
201 —250 1 | 0 2 4 1§ 10 5 29
251 —300 0 1 0 2 8 4 4 19
301 a vice 0 0 0 0 0 0 1 1
o | | i |
I
Celkem } 15 ‘ 40 ‘ 74 54 46 33 | 28 200 |
Priklad 3 pouzivanych mér ordindlni statistické zdvis-

Oba vstupy jsou kardindlni, a proto prede-
vsim uvazujeme o pouziti linearniho kore-
la¢niho koeficientu ». Vztah v tabulce vsak
linedrné nevypada a v takovych pripadech
je lépe volit miry ordindlni asociace, ob-
zvlagté u tabulek vétSich rozméra. Stupen
ordindlni asociace libovolného typu bude
charakterizovdn koeficientem y. Soucasné
s ordindlni zavislosti nds vsak zajima v tom-
to specialnim pripadé stupen neshody, tj.
jakd je shoda (¢1 neshoda) mezi stavem
a ochotou. Pro tento ti¢el je vhodny 7, nebo
dy,x (nebot jde o asymetricky vztah). V&im-
néme si, ze tento koeficient muze byt vzat
za jeden z indikatorit spokojenosti Setiené
populace s bydlenim; (¢im vy&si hodnota 7,
¢idy,y, tim vyssi shoda stavu a ochoty a tim
niz&i potieba meénit i za jisté obéti).
Prestoze uvadime tuto tabulku, domniva-
me se, Ze pro interpretaci zavislosti v nf a po
podrobnéjsi inferenci z ni jsou miry zavis-
losti mélo zajimavé, protoze tento typ tabu-
lek (a podobné napi. mobilitni tabulky, které
mivaji ¢asto podobnou strukturu) vyzaduje
specidlni typ analyzy (zejména studium po-
sunuti marginalnich rozlozeni a prevodni
mechanismy).
Numerické vypoéty:
P = 22539, Q= 64056, Xo= 6003, Yo=
=5144, Z=1814, X, —=34088, ¥, =34947;
»=0,56; tp = 0,47; dy;x = 0,47, r = 0,54.

Zavér

Snazili jsme se uvést pokud mozZno uplny
piehled uZite¢nych a dnes vice nebo méné

losti dvou znakii. Zatimco nomindlni zdvis-
lost byla charakterizovdna spojenim kate-
gorii, ordindlni zdvislost je charakterizovdna
soubéZnosti relaci u dvojic v souboru.

Vybér jedné z mér je zalezitosti vyzkum-
ného kontextu. Kazdd mira odpovidd poné-
kud jinému typu problému, a tudiZ jeji na-
sazeni je mozné pouze vzhledem k prislugné-
mu vyzkumnému cili.

Pouzivani mnoha mér je nevhodné, nebot
to snizuje komparabilitu dat raznych vy-
zkumu, ztéZuje to préci v sekunddrni ana-
lyze apod. Doporucit koneény vybér je vsak
velmi obtizné. Jemné rozdily mezi koeficien-
ty jsou tézko postichnutelné a zavisi na citu,
zkusenosti, nékdy na tradici ¢i modnosti,
ktery koeficient je ve vyzkumu pouzit (po-
sledni dva divody by viak mély byt pokud
mozno eliminovany).

Nasge kritéria pro vyhér jsou:

1) jednoduchd a smysluplnd interpretace za-
lozend na vhodném pravdépodobnostnim
principu,

2) jednoduchy a rychly vypocet.

Druhy aspekt je dilezity i v dobé, kdy mame

k dispozici pocitate. Neziidka se stavd, ze

potiebujeme dopocitat néjaké hodnoty pro

dalsi tabulky nebo ¢asti tabulek pro detailni
analyzu. V nasi praxi pouzivame vétSinou
skorovacich postupt (skorovani ¢islem kate-
gorie), a to predeviim pro nedostupnost
vhodnych a levnych programu s sir&im vy-
bérem mér. Tento postup je pouze néhraz-
kou v situaci, kdy nelze pouzit koeficienty
adekvatnéjsi. V zadném pripadé jej nedopo-
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rudujeme &tendfim; neodpovidéd ani jedno-
mu z obou pozadavkd privé vyjddfenych.
Déle pak Goodman-Kruskalovo gama. V sy-
metrické a asymetrické interpretaci se velmi
nadéjné zdd Somersovo d. Jeho pouziti je
omezeno tim, Ze nebyva béZnou soudasti pro-
gramt na potftade. Divame pfednost y pied
Tp hlavné tam, kde Sirokd tfida krajnich p¥i-
padi dobfe odpovidd pojmu ordindlni zd-
vislosti. Ziroveit tu pfistupuje technicky
aspekt — z nékolika zkuSenosti se zdi, Ze
gama md mensi smérodatnou odchylku. Ke
zkoumadni reliability metodou ,,test-retest‘
bychom viak spiSe méli pouzivat T, nez y.
Spearmaniv koeficient miaze byt pouiit
v nejruznéjsich kontextech, nejlépe se viak
hodi na situace, kde jde o skute¢né spojeni
dat ve smyslu shluku na kontinuu. Nep#i-
jemny je jeho dost zdlouhavy vypocet.

V rukou zkusenych vyzkumnika, kteti
nikdy neabsolutizuji ¢éisla a hodnoty koefi-
cientdl, je i pfi neoptimélni volbé koeficientti
pouze malé nebezpedf, Ze se dopusti chyby.
Znovu zdiraziiujeme, Ze hodnoty koeficienti
jsou jen voditkem pro interpretacs.

Uvedli jsme zde piehled, ale se stavem
spokojeni nejsme. Domniviame se, Ze ordi-
ndlni miry a obzvlasté jejich zapojeni do
dalgich naslednych tloh byly studovany po-
mérné velmi milo. Vyvoj téchto mér by mél
byt predevdim zéleZitosti sociologicko-meto-
dologickych tvah, protoie ordindlni znaky
jsou nejtypictéjsi pravé pro sociologii a ji
ptibuzné védy.

Pii zpracovani tabulek s ordindlnimi vstu-
py zjisfujeme nejen miry ordindlni, ale i no-
minalni zavislosti, coz doporutujeme i &te-
nafum. Pro tabulky s nomindlnimi vstupy
viak ordindlni miry nepoditime (a¢ to zni
neuvéfitelné, ve vyzkumu lze najit pfiklady
interpretaci Spearmanova koeficientu pro
¢isté nomindlni vstupy, a to i se znaménkem).

Zéroven chceme upozornit na béinou, ale
velmi hrubou chybu pfi vypottu koeficientt:
pfi pouziti poditati zahrneme téz kody pro
rezidudlni kategorie, napiiklad ,,neodpové-
dél”, ,,odmitl odpovédét”, ,nevi*, ,neni si
jist* apod., do uspofadané stupnice. Kody
pro tyto hodnoty nesmi byt zahrnuty do
vypoéti, jinak dostaneme (a mnohdy, bo-
huzel dostdvame) zcela zkreslené a nesmysl-
né vysledky (které ve vyzkumnych zprivich
figuruji jako validni).
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Ve stati jsme neuvedli ani metody inter-
valového odhadu (asymptotickou normalitu
a jejf parametry), ani metody testovani hy-
potéz. Domnivame se, Ze v sociologii na prv-
nim misté stoji obsahovd stranka populac-
nich mér, i kdyZ samozfejmé testovini a od-
had jsou nutnou souddsti analyzy dat. O in-
feren¢nich problémech se ¢tenafi mohou po-
uéit v citované literature, rozsah této price
nam neumoznil vysledky na tomto poli shr-
nout soucasné s definicemi koeficienta.
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Peawme

Pixeraxk ., Pxerakosa B.: Mepst craTnernueckeit
3aBHCHMOCTH JIJIA OP;{HHAILHBIX TIePeMEHHBIX

VY papun OpIBUAJBHBEIX TEePEMCHHBIX Mhl MOMEM
H3MEpATL UJAR HOMHAUILHYID HIH ODIHHATIBHYIO
3aBuCHMoCTh, CTaThA pa3lHpaeT Mephl O pIAHATb-
goil 3aBucaMoCTH. ITepedens 1pABeJeHHBIX Ko3p-
GHIHEATOB YYATHIBACT OTHACTH CHMMeETpITUeCKoe
H OTHACTH aCCHMCTPIYECKOE OTHOIIERAC i OTIACTH
pasnuie MOAXORL K H3MEpeRH OPARHAALHOI 3a-
pacaMocTi. [loka nprMens eMule B JanTeparype
ABAa OCHOBHBIX IIPHHIUINA eCTh CHefyiolze:

a) PRE (proportional-reduction-in-error) —
TIPHHILHN, HCXOASMII 13 TOTO, YTO BO3MOKHOCTD
0peasiieTh OJHY HepeMCHHYW) NpH IOMOMIM IfH-
$opManmy o0 BTOpoil HepeMelHoil TaHa CTATHCTH-
49ecKell CBA3BLIO If MPeJUKTHBHOCTL, TAKHM 00pa-
30M, ABJACTCA HHMIKATOPOM CTaTHCTHIECKOIH 3a-
BHCHMOCTH. [liA oupegeteENa CTAaTHCTHYCCKO
MEPHI HTOTO THOA B TAKOM CJYHae Ml HCHOJb3yeM
vpaBuedne (3), KOTopoe OTBeHaeT aCCHMMETpPH-
4¢CKOMY OTHOHIeHm10., BuifopounocTbio Bampas-
JeHMst NpeIHKUMI MBI TOTAA MOKeM JOITH 10
CHMMETDH3AIIH Mephl.

6) Tlpumenenme obutero ronddienta MHa-
HUelbhca Koppensnun (ypasaemie (4)), KOT()’pbli'l
OTBeYaeT CHMMETPUUECKOMY OTHOILEHIIO: B 00emnx
OPAMHANBHKIX CHeOMPHKAIMAX 0H MOKeT OHTb
HCHOJABL30BAH TAKMKE aCCHMMETPHUCCKIL.

BoabMIMHCTBO Mep BRICUHTHIBACTCH 13 HeC-
KOALKAX OCHOBHBIX HJAHHLIX; TMO3TOMY BBOJAT-
€ YTH MOHATHA H UPHBOJATCA HX &JILOpHT-
MH: YHCJO CXOACTB (v), 4HCI0 1eCXoICTB (6),
9HCI0 Pa3HHIX TAUOB cBsa3eil (7)—(9) m pasaele
Apyrue otHouredits (10)—(16).

B mepeune copep:kaTcA CICKYIOULHE MEDhL:

A) Famma ['ydmsn-Kpycrara (Popsynm (17—
(19)) — upHBOZATCH ero acCHMCTPIYECKIe
H CHMMeTpudecKire mmrepnpetauin, PRE-
-MOjieab 1f CBOICTBa,

Tay Kendasaa u ezo wodupurayun (popmyan
(20) —(30)) — mpmBOHM ero Kak peayianTar
obuero rKoadpdunumenra Janieasca, IPHBo[IM
cBoiicTBa d9aule Bcero yrorpefasiemoro 'y i

B

-

CCHIIaeMCH Ha JHTepaTypy Ha PRE-mozennn
HA BO3MOIKHOCTb HCIOJB3NBAaTL €ro KaKk AJasA
CHMMeTDIMeCKHX, TaK If 11 acCAMMeTpH-
9eCKHAX OTHONIEHHH,

B) dy/z Comepca BO3HAKACT KaK acCHMMeTpH3a-
ma  kospdunmenra Tay-b n npurogro A
H3MEPEHHH  ACCHMETPIMeCKOT0  OTHOINCHMA,
ITpmBogsATCS ero cBOCTBA If CCRIKa Ha PRE-
~-MOJeJb.

T) Cuwmempusuposannoe d Bo3HHKaeT BHOOPOU-

HOCTBIO HalpasieHnsa opemununmd B PRE-

~MOJIeJIH; CAETOBATENBUO, CHMMETPH3ALHA KO-

sdduumenta apyras yem y rtay-b Nemaanna.

Koappuyuenm xoppessyuu Cnupmsna 0aa

xonmuhzenyuokntr madauy (dopmyast (42)—

(45)) Bo3HIKAET nyTeM HOAX0IABIEro oTdopa

caetos B Begenun Jlanirensca (opmyaa (4)).

Ienmesuc o6meii npirerenuoii BepcIit Koadpdn-

IHEeHTA JUis KOHTHHTEHUMOHHRX Tabuaun ¢ y-

TIOPAXOYEHHBIMI KATETOPHAMI OTBEYdeT CH-

TYAals, Korja Op;(MHAJLHBI OPIN3HAK BO3-

HITKaeT 13 CII0MIHOI0 KOHTHHYYMa If KaTero-

pPHA (CB#3aBHBII HOPSI0OK) OTBEYAlT Hepas-

JmyAMeM HaOogedusnM. Ero BoamosHo no-

HEMATDL TaloKe Kak KodQPIUUICHT JHHENHoH

KODPPEJALII NOPATLA i €To MOAKHO BHBOJHTD

Kak PRE-KO:)(bxlbuuuenn BO3HMKAKIMIE OpN

JHEEIHOIT LHpe KU palra oguoii OepeMen-

HOIl IIPH HOMOIIM pabTa BTOPOIl IePeMeBHOM.

¥ rospdimgrenta  aHagorriHbe CBOHCTBA,

Kak tay-b Kenmgaaaa, ero Goavuioili HemocTa-

TOK 3aKJIKYacTCH B 3aTPYIHHTEIBLHOCTH N

MegauTesbHocTi  savyicaenuii.  Tlpexcrabae-

HAI JJBA BLIGHCJAMTCIBLHRIX DpifeMa.

E) Fasaoguie nemods. CaAMBIM IIPOCTHM 0a1IIOBHIM
MeTOTIOM ABJAETCH ICHOJAb30BAHHE pPaHId Ka-
TErOpHH Kak 3Havenns npusHaka. K rta-
KHM CuYeTaM MO;KHO B TakoM ciaydae IpH-
JOMHTD KOppeaAuonHNE koapduuisent Hnp-
COHA JIHHeHHOIl 3aBHCHMOCTH KapAHHaJbHRIX
MPU3HAKOB, KOTOPLIE MOKHO IHTEPHPEeTHPO-
paTh B pamkax PRE-mogenn, B KoTopoil Mal
HpeCKa3kBaeM TIC/I0 KaTeropHif O{HOTO MpHA-
3HaKa OPH HOMOIY YHCJIa KaTeropii BTOPOro
OpH3HAKa H JAHeiHOro perpecCHMBHOrO ypas-
HeHHA. YHOMAHYTH Tak:Ke OajlJIOBRIC Me-
TOAN TCXOAAlIE 3 HPeIOCKAKI 060CHO-
BaHHOH BepoATHOCTHON Mogeal, pacnpege-
JIeHITe 4aCTOT H Mo;lelh MAaKCHMAaNbHOIl Koppe-
JIALMH.

JLaA HaTaAIROCTH M JiyYilee DOHIIMAHKe TERCTa

H 0COGEHHO /1A HILTIOCTPAIMHE AJTOPITMOB BKIIO-

9eHhl TPH HYMEDHYeCKHX TIpPAMEpa, ICXofsAmmne

13 KOHTHHTEHIMOHHLIX TaGJliiL CoLMOT0TA9eCKHX

=

HCCJeJOBAHMI.
B 3akmoweHme MepH KOPOTKO KOMMEHTI!-
pyoTCA.
Summary
Rehiak J. — Rehikovd B.: Measures of Sta-

tistical Dependence for Ordinal Variables

In a pair of ordinal variables, either the
nominal or the ordinal statistical dependence
can be measured. The present paper deals
with measures of ordinal dependence. The
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survey of introduced coefficients respects the
symmetrical and the asymmetrical relation
on the one hand, and various approaches to
the measurement of ordinal dependence on
the other. The two fundamental principles
that have hitherto been applied in literature
are the following:

a) The PRE (Proportional-Reduction-in-Er-
ror) principle based on the fact that the
possibility of predicting one variable with
the aid of information on the second va-
riable is given by statistical dependence,
and thus predictability represents the indi-
cator of statistical dependence. Equation
(3). corresponding to the asymmetrical
relation., is then used for defining the
statistical measure of this type. By rando-
mizing the direction of the prediction, a
symmetrization of the measure can be
achieved.

b) The application of Daniels’ general cor-
relation coefficient (equation [4]) which
corresponds to the symmetrical relation;
in both ordinal specifications, it can be
applied also asymetrically. Most of the
measures are calculated from several basic
data; this is why these concepts have been
introduced and their algorisms indicated:
number of congruences (5), number of in-
congruences (6), number of various types
of combination (7)—(9), and various fur-
ther relations (10)—(16).

The survey includes the following measures:

A. Goodman-Kruskal’s gamma (formulas
[17)—[19]) — its asymmetrical and sym-
metrical interpretations, PRE model and
attributes are given.

B. Kendall’'s tau and its modifications (for-
mulas [21]—[30]) — it is introduced as the
consequence of Daniel’s general coef-
ficient; attributes of the most frequently
used +n are mentioned. We refer to lite-
rature for the PRE model, as well as for
the possibility of applying it both in sym-
metrical and in asymmetrical relations.

C. Somers’ dy/x arises as the asymmetrization
of the coefficient tau-b and is suitable for
measuring the asymmetrical relation. Its
attributes are mentioned and reference is
made to the PRE model.
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D. Symmetrized d arises by randomizing the
direction of prediction in the PRE model;
it is, therefore, a symmetrization of the
coefficient that is different from Kendall’s
tau b.

E. Spearman’s correlation coefficient for con-
tingency tables (formula [42]—[45])) arises
from an adequate choice of scores in Da-
niels’ application (formula [4]). The genesis
of the general applied version of the coef-
ficient for contingency tables with ordered
categories corresponds to the situation
where the ordinal variable arises from the
joint continuum and the categories (joint
order) correspond to undistinguishable
observation. It may also be conceived as
the linear-correlation coefficient of order
and derived as the PRE coefficient arising
in the linear prediction of the order of
one variable with the aid of the order of
the second variable. The coefficient has
similar attributes as Kendall’'s tau-b; its
great disadvantage consists in the diffi-
culty and lengthiness of calculations. Two
calculation procedures are presented.

. Scoring methods. The simplest scoring me-
thod is the application of the category
order as the value of the variable. To such
scores, pearson’s correlation coefficient of
linear dependence of cardinal variables
may be applied. This coefficient may be
interpreted within the framework of the
PRE model wherein we predict the
number of the category of one variable
with the aid of the number of the category
of the second variable and the linear
regressive equation. Also scoring methods
based on the assumption of the underlying
probability model of frequency distribution
and the model of maximum correlation
are mentioned.

For the sake of elucidation and a better
comprehensibility of the text, and particularly
for the sake of illustrating the algorisms,
three numerical examples proceeding from
contingency tables of sociological researches
are presented.

In conclusion, the measures are briefly com-
mented upon.



