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Poznámky shrnuté v této stati nepředsta­
vují úplnou inventarizaci úloh a problé­
mů, s kterými se v běžné praxi analýzy 
sociologických dat setkáváme; týkají se 
několika vybraných aspektů statistické 
analýzy a některých aspektů, které se sta­
tistickou analýzou a statistickou inferencí 
úzce souvisí.

Jde hlavně o to, ukázat na omezení apli­
kačních možností statistických metod v so­
ciologické praxi. Tato omezení vyplývají 
jednak z principů metod Samých, jednak 
z kvality dat, s nimiž pracujeme. Statisti­
ka je vědní disciplína, která má svou 
vlastní teorii a metodologii a z těch vy­
plývají její procedury a přístupy. Teorii 
samu lze studovat pouze ze speciálních 
učebnic a se značnými matematickými zna­
lostmi. Určitý pohled na přístupy ke sta­
tistické teorii a alespoň letmé a velmi 
stručné seznámení se s principy může však 
snad přispět k fundovanějšímu aplikační­
mu postřehu.

Statistika stojí v postavení metody ana­
lýzy dat; kvalifikovaná aplikace nutně vy­
žaduje znalosti teorie statistiky na jedné 
straně a teoretické znalosti aplikační vědy 
na straně druhé a proto je taková aplikace 
většinou obtížným problémem. Kromě toho 
jsou tu stálé vtíravé otázky o kvalitě dat, 
s nimiž pracujeme. Proto závěry z dat se 
vytvářejí součinností inference metodolo­
gické, sociologické a statistické. Už tato 
jednota ukazuje, že analýza dat není vůbec 
jen rutinní záležitostí, ale součástí tvořivé 
inference vědecké.

1. Typy statistických závěrů

Statistické závěry činíme o základním sou­
boru, populaci, tj. o definované množině 
statistických jednotek (statistických ob­
jektů), která je předmětem našeho zájmu. 
Základní soubor může být dvojího typu:

a) jednak je to přesně vymezený koneč­
ný soubor jednotek, který je jednoznačně 
určitelný například tím, že pořídíme jeho

seznam (teoreticky je možno vytvořit se­
znam všech jednotek konečného souboru 
vždycky, prakticky to ale nebývá možné 
u větších souborů);

b) jednak je to soubor určený svými 
vlastnostmi, ale neomezený na daný ko­
nečný počet jednotek; je to soubor, jehož 
velikost je neznáma a někdy ani známa 
být nemůže — takový základní soubor mů­
žeme nazvat otevřeným, respektive hypo­
tetickým nebo neurčitým.

Příkladem souboru a) může být soubor 
všech'školních děti v určitém obvodu Pra­
hy, příkladem b) může být soubor žáků 
experimentální školy v Bratislavě a všech 
žáků, kteří se v podobných podmínkách 
kdy ocitali, ocitají nebo budou ocitat v bu­
doucnu; soubor je tu definován teoreticky 
a není možno jej určit jednoznačně sezna­
mem, protože nevíme kolik dětí a které 
děti se budou učit za stejných podmínek 
v budoucnu.

Statistické údaje však zřídka získáváme 
od celého základního souboru. Většinou 
jsou data k dispozici pouze od jeho vy­
brané části: každou takovou část základ­
ního souboru nazveme výběrovým soubo­
rem, respektive výběrem. Tak výběrovým 
souborem v případě a) je například soubor 
dětí ze tři vybraných pražských tříd; 
v případě b) je výběrem ona bratislavská 
experimentální třída.

Data, která získáváme, mohou být kla­
sifikována také z hlediska jejich proměn­
livosti u statistické jednotky. Některé zna­
ky jsou konstantní, nemění se podle nála­
dy, okamžitého stavu respondenta, nepod­
léhají chybám při zjišťování, nemění se 
v čase. Jiné znaky (a těch je většina) jsou 
proměnlivé. Můžeme je považovat za ná­
hodné proměnné, neboť jejich zjištění je 
podmíněno spoustou nejrůznějších faktorů 
— subjektivní pocity, chyba při počítání, 
nepozornost, špatná interpretace otázky či 
výběr nežádoucího obsahového prvku otáz­
ky. Tato data měříme s chybou. Zatímco 
pohlaví je neproměnné, věk v průběhu
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krátkého časového období se nemění, za­
městnání se nemění apod. Otázka „Jak se 
cítíte spokojen v zaměstnání?“ bude zod­
povězena v závislosti na mnoha okolnos­
tech a odpověď se může měnit den ze dne 
či někdy z hodiny na hodinu, obzvláště 
tam, kde odpovědi jsou sémanticky ne­
určité: velmi spokojen, spokojen atd.

Při typologii situací statistických závěrů 
můžeme vzít v úvahu obě hlediska součas­
ně a naznačit je v tabulce 1.

2. Některé pohledy na znaky z hlediska chyb 
zjišťování

Většina znaků tedy podléhá různým chy­
bám při zjišťování jejich hodnot pro jed­
notlivce nebo jiné statistické jednotky. Po­
míjím zde problémy validity a reliability 
jako takové a uvádím typy znaků z hledis­
ky chyb, které lze a priori předpokládat a 
tím i vhodnou metodou měření (či zjišťo­
váni) potlačovat na nejmenší míru. Přitom

Tabulka 1.

Data mají konstantní charakter
Data jsou realizacemi náhod­
ných proměnných — měření 
schybou

Data se získávají z celého základ­
ního souboru (ZS)

1. není problém zobecnění, úlo­
hy se redukují na vhodné vy­
tváření přehledných měr 
vlastností souborů

2. eliminujeme chyby měření a 
náhodnost při získávání dat

Data jsou získávána pouze z vý­
běrového souboru (VS)

3. úlohou je tu zobecnit data 
z VS na ZS a vyjádřit přes­
nost zobecnění

4. současně 1. a 3.:
tato situace je nejobtížnější 
a většinou se redukuje na 2. 
nebo 3.

Otevřený základní soubor je věci mo­
delu a přijaté konvence. Výběr z takového 
základního souboru (například experimen­
tální třídu) můžeme považovat za základní 
soubor s tím, že nás nezajímá jen současný 
stav, ale proces, resp. výsledek procesu, 
který vede k současnému stavu. Dostává­
me se tím z pole 3 do pole 2. Podle toho, 
co bylo řečeno o základních souborech, 
musíme rozlišovat v poli 3 dvě situace — 
zobecnění na konečný (3a) a na neurčitý 
(3b) základní soubor. V každém případě 
pak musíme k úloze přistupovat jinak, tj. 
tvořit jiné statistické, resp. pravděpodob­
nostní modely.

Většinou se při analýze dat dostáváme 
do pole 2 resp. do pole 4 a po redukci 
do pole 2. To je proto, že na složité otázky 
sociologického výzkumu odpovídá respon­
dent většinou s možností chyby a subjek­
tivního hodnocení obsahu kategorií odpo­
vědi. Nebude třeba snad argumentovat pro 
to, že poznání možného zdroje nepřesných 
odpovědí a informací je velice důležité pro 
konečnou interpretaci. Některé pomocné 
..klasifikace“ znaků uvádím v dalším pa­
ragrafu. (Slovo klasifikace je v uvozov­
kách, protože jde jen o pomocná třídění, 
která jsou spíše výhodná než nutná.)

nemám na mysli chyby náhodné, tj. ná­
hodné odchylky od skutečné hodnoty zna­
ku; ty jsou relativně málo nebezpečné, 
neboť jsou identifikovatelné. (Přiklad ta­
kové chyby je zjišťováni skóre LQ. testu: 
při každém zjišťování LQ. skóre se dá před­
pokládat. že respondent bude mít poněkud 
jiný výsledek, přičemž nelze identifikovat 
žádný faktor, který tuto variabilitu způ­
sobuje.)
Kritéria typů:

a) Formální vztahy hodnot znaku: zde 
rozeznáváme znaky kardinální, ordinálni 
a nominální. Informace čerpaná z těchto 
vztahů mezi hodnotami znaku je podstatná 
pro vytváření nejrůznějších populačních 
měr. Obzvlášť obtížné je zpracování ordi- 
nálních znaků, tj. znaků, jejichž hodnoty 
jsou uspořádané kategorie (obvyklé „kvan­
tifikace“ pořadovým číslem odpovědi 
v uspořádání nejsou považovány vždy zi 
vyhovující); to plyne jednak z faktu, že není 
známa vzdálenost kategorii na předpoklá­
dané škále a dále, že odpovědi bývají často 
sémanticky neurčité a subjektivně inter- 
pretovatelné respondentem.

b) Přímé zjišťováni X konstrukce znaků 
(složené znaky, škály). Je třeba vyjádřit
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podiv nad tím, že se málo využívá kumu­
lativních škál, které vznikají jako syntéza 
odpovědí na řadu jednoduchých, většinou 
dichotomických otázek (sémanticky daleko 
jednoznačnějších a pro respondenta jedno­
dušších). Výsledný kardinální znak pak 
měří (po pečlivé přípravě a rozboru škály) 
daný aspekt lépe a umožňuje vyhnout se 
řadě chyb plynoucích z aspektů dále uve­
dených.

c) Znak vztahový X znak faktický. Zna­
ky vztahové odrážejí vztah respondenta 
k objektu, znaky faktické vypovídají o ob­
jektivně zjistitelných faktech, událostech 
a jevech.

d) Časový rozměr znaků. Vzhledem k do­
bě realizace předmětu znaku můžeme 
znaky dělit na minulé, přítomné, budoucí. 
(Více o c) a d) viz Hůbschmanová—Řehák 
[15].)

e) Vzdálenost subjektu a objektu: vý­
pověď o sobě, o nejbliž.ším okolí, o širším 
okolí, o vzdálených objektech.

f) Předmět znaku naznačuje dělení podle 
typu objektu: osoby, předmětu, události, 
abstraktní entity.

V různých kategoriích a kombinacích 
kategorii vznikají chyby a zkresleni při 
odpovědích zcela jiným způsobem, který, 
podle mého soudu, může být předvídán; 
tím se může zamezit nevhodné formulaci 
otázky nebo způsobu zjišťování. Toto roz­
dělení vede také jako pomocné hledisko 
k lepši a opatrnější interpretaci dat. Je 
zřejmé, že je tu mnoho dalších faktorů, 
které musíme brát v úvahu při eliminaci 
zkreslených výpovědí nebo chyb měření — 
je to chování tazatele, časové a prostorové 
vlivy, prostředí, předmět výzkumu apod. 
Zdrojů chyb je tedy mnoho. Úkolem me­
todologie by měla být snaha modelově for­
mulovat jednotlivé situace a hledat cesty, 
jak řešit problém výskytu a eliminace 
těchto chyb. V některých případech lze 
takové pokusy nalézt v literatuře.

3. Některé úlohy statistiky

V učebnicích statistiky se většinou doví­
dáme o různých úlohách, které jsou na 
statistiku kladeny. Uveďme zde jejich se­
znam ;

1. Sběr a sumarizace dat
2. Plánování statistických experimentů 

a výběrových šetřeni

3. Měření variability dat; vysvětlování 
této variability

4. Odhad charakteristik konečných i 
otevřených populací — odhad parametrů 
pravděpodobnostních modelů

5. Konstrukce a hledáni měr přesnosti 
odhadových charakteristik — vyjádření 
přesnosti měřeni

6. Testování hypotéz o parametrech mo­
delů

7. Měření síly vztahů a závislosti mezi 
dvěma či více proměnnými kauzálního mo­
delu

8. Problémy klasifikace (diskriminace, 
identifikace, diagnostika)

9. Úlohy predikce — odhad těch charak­
teristik modelu, které se týkají budouc­
nosti

10. Obecná teorie rozhodováni za neur­
čitosti.

Body 2. —10. jsou předmětem matema­
tické statistiky; k řešení těchto úloh po­
třebujeme vždy sestrojit nějaký pravdě­
podobnostní model, který je adekvátní si­
tuaci a ve kterém už je zahrnut výsledek 
apriorních teoretických konstrukcí. Tady 
vstupuje do statistiky teorie nebo alespoň 
aplikační intuice.

Vzniká tu otázka, kdy vlastně statistika 
vstupuje do výzkumu. Optimálně by to 
mělo být již na samém počátku socio­
logického výzkumu, tj. při práci nad 
teoretickými východisky a koncepcemi. 
Z nich totiž vycházejí všechny statistické 
úlohy, od plánování výběrového šetřeni až 
do posledních rozhodnuli nad statistickými 
daty. Bohužel tomu tak vždy není. Někdy 
:;e statistiky používá dokonce až po sběru 
dat, tj. v době, kdy jsou formulovány úlo­
hy pro analýzu. Nejzazší okamžik vstupu 
statistiky do výzkumu by měl být okamžik 
plánování výběrového šetřeni, resp. sta­
tistického experimentu. Už v tomto stadiu 
lze zahrnout apriorní vědomosti a infor­
maci do formalizovaného modelu a získat 
tím kvalitnější data.

1. Bodový odhad

Chtěl bych se zastavit u některých nejčas­
těji se vyskytujících úloh matematické sta­
tistiky. První je úloha bodového odhadu. 
Matematický (respektive pravděpodobnost­
ní) model skutečnosti vzniká odvozením 
z formálních axionů, které jsou překladem 
teoretických sociologických východisek do
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jazyka matematiky (resp. počtu pravděpo­
dobnosti). V modelu, který je odvozován 
obecně, vystupují neznámé parametry. Mo­
del totiž většinou odpovídá více stavům 
reality — každá hodnota parametru odpo­
vídá určitému stavu reality.

V úloze bodového odhadu jde o rozhod­
nutí, které hodnoty neznámých parametrů 
lze přijmout na základě empirických dat 
jako nejlepší přiblížení se realitě, který 
stav modelu přijmeme jako vhodně repre­
zentující skutečnost.

Uveďme velmi jednoduchý příklad: je 
dán konečný soubor statí jednoho tisíce 
článků v novinách, který má být před­
mětem analýzy. Nemůžeme sledovat všech­
ny stati, ale vezmeme jich pouze 200. Ma­
mě tedy relaci „výběrový soubor — koneč­
ný základní soubor". Chceme vědět, kolik 
statí se zajímá o danou tematiku. To jest: 
„klademe každé stati otázku“, na niž je 
možná dichotomická odpověď.

Zjišťujeme hodnotu dichotomického zna­
ku u vybraných stati. Jaké procento statí 
v celém základním souboru má danou te­
matiku? Můžeme toto číslo odhadnout na 
základě pozorovaných empirických dat? 
Předpokládejme, že jsme provedli náhod­
ný výběr a předpokládejme, že stejnou 
úlohu řeší tři osoby, A, B, C, z nichž každá 
si vybere svůj vlastní soubor o 200 člán­
cích. Předpokládejme, že skutečné neznámé 
procento p v základním souboru je 65 %.

/1000\
Máme dohromady I 9qq/ různých výběro­

vých souborů. Naši tři výzkumníci získali 
ve výběrových souborech postupně 62,5 %, 
78,0%, 56,3%. Každý z nich má tedy ji­
nou evidenci z výzkumných dat. První 
z nich je neznámé hodnotě nejblíže, jenže 
to neví. Každá ze tří osob přijme jiné 
rozhodnutí o parametru p. To je zákonité, 
ale současně to ukazuje na omezení inter­
pretační možnosti celého postupu. Je 
ovšem přirozené intuitivně očekávat, že 
při dostatečném množství pozorovaných 
jednotek výběrového souboru se naše hod­
noty budou skutečné hodnotě parametru 
blížit. Jelikož velká většina výběrů uka­
zuje na % velmi blízké oněm 65°, o v po­
pulaci, doufáme, že jsme měli dostatečné 
štěstí při hře náhody, která vybírala sou­
bor, že náš soubor patří k těm „blízkým“ 
a nikoli k té menšině vzdálených.

V případě prostého náhodného výběru 
statí dostáváme jako nejlepší rozhodnutí

(z určitých hledisek) výběrové procento. 
Ve třech uvedených případech tedy máme 
tři různá konečná rozhodnutí: 62,5; 78,0; 
56,3.

Takový odhad má tu vlastnost, že je nej- 
lepši nevychýlený, tj.:

a) Kdybychom provedli všechny výběry 
o velikosti 200 a spočítali u nich výběrová 
procenta, pak průměr všech těchto čísel 
by byl stejný jako skutečná hodnota. Tato 
vlastnost je důležitá při opakování pokusů. 
Můžeme očekávat, že průměr více šetření 
je blízký skutečné hodnotě s daleko 
větší spolehlivostí než jednotlivá procenta 
z dílčích šetření. Čtvrtá osoba, znalá všech 
tři výše uvedených výsledků, může odhad­
nout procento jako:

62,5 + 78,0 + 56,3 „
---------- -------------- = 65,6

3

Této vlastnosti říkáme vlastnost nevychý- 
lení.

b) Mezi všemi možnými rozhodovacími 
pravidly, která mají tuto vlastnost, je nej­
přesnější, to znamená, že odhadová cha­
rakteristika má nejmenší výběrovou chybu 
(koncentruje své hodnoty co nejblíže ko­
lem skutečných hodnot).

Příkladů na takové nejlepší nevychýlené 
odhady je mnoho (stejně by např. výběrový 
průměr kardinálního znaku byl odhadem 
populačního průměru). Poznamenejme ještě, 
že tato vlastnost je vázána na způsob vy­
bírání, tj. zde na prostý náhodný výběr.

Výhodou bodového odhadu je to, že se 
s ním dobře pracuje; je to jediné číslo, 
které může být použito při konstrukci ně­
jakých dalších měr pro srovnání apod. Ne­
výhodou je, že tu není charakterizována 
přesnost, s jakou měříme.

5. Intervalový odhad

V postupu intervalového odhadu se sna­
žíme nikoli o nalezení optimální bodové 
odhadové charakteristiky, ale snažíme se 
vytvářet intervaly, které by se se zadanou 
spolehlivosti (např. 95 %) pokrývaly ne­
známou hodnotu parametru. Tím už zavá­
díme do úvah pojem přesnosti; jestliže in­
terval je (při zadané spolehlivosti) úzký, 
pak předpokládáme přesnost závěrů, je-li 
široký, pak je naše informace neurčitější. 
V našem případě budeme takový interval
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vytvářet tak, že jej rozprostřeme symetric­
ky kolem bodového odhadu p:

p—d P P + d

Šířka d bude zřejmě závislá na přesnosti 
měření a na spolehlivosti, s jakou chceme 
náš koníidenční interval (interval spoleh­
livosti) konstruovat. Předpokládejme, že 
spolehlivost má být 95%; pak

d = 1,96 . Sp ,

kde Sp je výběrová chyba. (Kdybychom 
chtěli spolehlivost např. 99 %, pak by se 
koeficient změnil z 1,96 na 2,58 apod.)

Výběrová chyba se vyjádří vzorcem:

Sp
p (100-p) 

n - 1

kde N je velikost populace (N = 1000) 
n je velikost výběru (n = 200) 
p je procento ve výběru (postupně 
62,5; 78.0: 56,3).

Pro naše tři výzkumníky dostaneme po­
stupně výpočtem (a po zaokrouhlení) ta­
bulku 2.

Tabulka 2

p 62.5% 78.0% 56,3%

11
1 ” N 0,8 M 0,8

p( 100 — p)
11,78 8,62 12,93

n—1

c ■ 2 Sp 9,42 6,90 10,34

q 2 Sp 3,07 2,63 3,22

1,96 a,, 6,02 5.15 6,30

interval 
spolehli­
vosti

(56,48:68,52) (72,85;83,15) (50,00;62,60)

Každý výzkumník dostává zcela odlišné 
výsledky, pouze první (aniž o tom vi) po­
krývá skutečnou hodnotu. Všichni však 
doufají, že jejich výsledky jsou správné 
a mají za sebou spolehlivost 95%.

Jak interpretovat slovo spolehlivost? 
Jestliže vybereme náhodně jeden ze sou­
borů o 200 statích, máme 95% šanci, že 
neuděláme tímto statistickým postupem 
chybu; v 95 % všech možných výběrů o ve­
likosti 200 vede tento postup k pokrytí 
skutečného neznámého parametru. A to je 
též klíč k volbě tohoto čísla. Ve společen­
ských vědách se většinou rozhodujeme pro 
95 %, někdy pro 99 %. Podle problému 
však ve statistických úlohách může být 
hladina spolehlivosti volena až na 99,9 %, 
což je případ některých medicínských úloh 
nebo situací, kdy se na základě měření 
rozhodujeme pro velké investice.

Máme přirozeně zájem na tom, aby in­
terval spolehlivosti byl co nej kratší. Platí 
ovšem, že čím větší spolehlivost požadu­
jeme, tím širší interval dostaneme a na­
opak. Je tu tedy konflikt mezi oběma hle­
disky. Jednou krajností je bodový odhad, 
který má spolehlivost 0 % a na druhé 
straně je tu 100% spolehlivost, té však od­
povídá celá škála možných hodnot, takže 
takový výsledek je prakticky bezcenný.

Výhodou postupu je to, že je v něm už 
přímo zabudována přesnost — čím užší in­
terval při dané spolehlivosti, tím méně 
entropičnosti v rozhodování a tím přes­
nější informace. Nevýhodou však je právě 
to. že jde o interval, s nímž nemůžeme 
snadno pracovat při vytváření dalších měr 
a při srovnávání různých výsledků. Kromě 
toho je tu stále základní fakt statistických 
závěrů — jsou to závěry za neurčitosti. 
Pouze doufáme, že nám je náhoda při mě­
ření příznivá. V dlouhé řadě konstrukcí 
intervalů spolehlivosti očekáváme 5 % pří­
padů nepokrytí. Je-li zvolená spolehlivost 
dostatečně vysoká, musí každý výzkum­
ník rozhodnout sám.

6. Testování hypotéz

Nejčastějši úlohy formulované ve spole­
čenskovědním výzkumu jsou úlohy testo­
vání hypotéz. To jsou případy, kdy nás 
nezajímá odhadování hodnoty parametru 
přímo, ale rozhodnutí, zda lze přijmout 
ten či jiný výrok o parametrech nebo 
o rozložení veličin vůbec.

Existuje celá řada typů hypotéz. Tak 
např. výzkumník uvedený ad 4. si mohl 
postavit hypotézu, že skutečné procento 
p = 60 %. Test hypotézy pak mohl být 
ekvivalentní s konstrukci intervalů spoleh­
livosti; jestliže interval spolehlivosti po-
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kryje hodnotu 60%, pak není důvodů hy­
potézu odmítnout, je-li pak 60 % vně in­
tervalu, považujeme hypotézu za nespráv­
nou (málo pravděpodobnou). I zde je vidět 
omezeni statistických aplikací. Předpoklá­
dejme, že naše tři osoby, každá nezávisle, 
vyslovily tři různé hypotézy : p = 60 0 o. 
p = 65 %, p = 55 %. První a třetí osoba 
přijímají své hypotézy, které jsou ale od­
lišné pro tentýž soubor, tj. pro tutéž rea­
litu; druhá osoba odmítá hypotézu (ač 
hypotetická hodnota je tatáž jako skuteč­
ná v souboru).

Další příklady hypotéz:
a) průměrný výsledek bodovaného testu 

z matematiky je větší u studentů socio­
logie než u studentů psychologie;

b) existuje průkazná závislost mezi zna­
kem „informovanost o daném objektu“ a 
znakem „postoj k objektu“;

c) na základě minulých měřeni předpo­
kládáme, že se v průměru zlepší počasí a 
budou létat letadlové linky mezi Prahou 
a Bratislavou;

d) na základě zjištěných symptomů při­
jímáme diagnózu D.

Mluvíme tu o statistických hypotézách, 
tj. o hypotézách týkajících se pravděpo­
dobnostních vlastností náhodných veličin, 
které měříme a zjišťujeme. Mluvíme-li 
o statistice, předpokládáme, že překlad 
z jazyka sociologie do jazyka statistiky, tj. 
statistická operacionalizace. je už provede­
na. Konečný výsledek rozhodnutí o veli­
činách musí být opět převeden zpět do 
jazyka sociologie.

Mnohdy při testování hypotéz nás vý­
sledky překvapují svou neočekávatelností 
a zdají se zcela nemožnými — odmítáme 
hypotézy, které by měly být podle teore­
tického východiska jednoznačně potvrzeny. 
Interpretace takovýchto výsledků musí být 
krajně zdrženlivá a opatrná. Je pochopi­
telné nutné takový výsledek vysvětlit a na 
bázi teorie se s ním vyrovnat. Nesmíme 
však zapomínat, že to může být způso­
beno nej různějšími faktory a ukvapené 
závěry o revizi východisek nelze přijmout 
bez prověření všech kroků ve výzkumu. 
Uveďme některé možné příčiny:

1. chyby v operacionalizaci teoretických 
pojmů;

2. špatná konstrukce modelů — tj. špat­
ný překlad ze sociologie do matematiky;

3. chybný plán a realizace sběru dat;

4. špatná volba znaků vypovídajících 
o objektech; špatná volba referenčního 
systému znaků;

5. nevhodná formulace otázek;
6. sémantická neurčitost otázek — re­

spondent je chápe jinak než výzkumník;
7. špatný zpětný překlad statistického 

rozhodnutí do pojmového rámce výchozí 
teorie;

8. je k dispozici příliš málo dat, aby 
mohly být prokázány formulované hypo­
tézy:

9. data nejsou analyzována podle mode­
lu. který byl aplikován;

10. mohl nastat případ, že právě u této 
konkrétní hypotézy se projevilo pravdě­
podobnostní riziko, se kterým pracujeme 
ve statistice vždy.

Není možné tedy zamítnout škrtem pera 
východiska, aniž bychom nesledovali ce­
lou dlouhou řadu vlivů (z nichž některé 
zde byly jmenovány), které mohou ovliv­
ňovat celkové závěry a celý proces vědec­
ké inference — nejen její statistickou část.

Statistické testování hypotéz, jako všech­
ny úlohy řešené matematikou, vycházejí 
z modelu, který je abstrakcí skutečnosti. 
Z toho plynou další omezení aplikace me­
tody — vždy je zachycen jen některý 
z aspektů reality.

Shrňme jen stručně některé z možných 
přístupů k testování hypotéz.

A) Formulujeme hypotézu H a za před­
pokladu, že platí, odvodíme teoretické 
pravděpodobnostní chování sledovaných 
veličin a jevů. Jestliže data, která získáme 
jsou za této hypotézy málo pravděpodobná, 
pak hypotézu zamítáme. Tento přístup na­
zveme přístupem R. A. Fishera. Bylo by 
možno jej charakterizovat jako zeslabenou 
analogii logického postupu

(H => D) o (non D => non H)

(z hypotézy (H) plyne chování dat (D); 
nechovají-li se data podle předpokladu, 
hypotéza neplatí).

Uvažujeme vždy riziko « (odpovídající 
riziku nepokrytí skutečné hodnoty při 
intervalovém odhadu, např. 5% resp. 
v jednotkách pravděpodobnosti 0,05), kte­
ré je stanoveno jako horní pravděpodob­
nostní hranice proti hypotéze, jestliže je 
správná. Nastane-li málo pravděpodobný 
jev, pak buď hypotéza neplatí, nebo na­
stal zázrak (R. A. Fisher).



D) Přistup Neyman-Pearsonův lze cha­
rakterizovat dvojici hypotéz, které jsou 
postaveny proti sobě. Základní nulová 
hypotéza (Ho) je testována proti nějaké 
jiné možnosti — alterativní hypotéze (Hi). 
Předpokládáme teoreticky dva možné sta­
vy skutečnosti — zde tedy vstupuje teorie 
ještě o krok dále do statistické procedury 
— vymezuje možnou alternativu. To umož­
ňuje lepší výběr mezi rozhodovacími pra­
vidly. Je tu možné formulovat hledisko 
optimálnosti pro takový výběr.

Rozhodovací situace může být naznače­
na tabulkou

Tabulka 3 Rozhodnutí pro

H„ H.

Ve skuteč­
nosti 
platí H„

správné 
rozhodnutí

chyba
1. druhu

Ht chyba
2. druhu

správné 
rozhodnutí

Rozhodovací pravidla jsou volena tak. 
aby pravděpodobnost chyby 1. druhu ne­
převýšila dané číslo (např. 0.05; 0,01; 0.001; 
značíme ji obvykle «) a přitom aby prav­
děpodobnost chyby 2. druhu byla co nej- 
menší (značíme obvykle ¡3). Rozhodnutí je 
tu závislé na schopnosti přesně formulovat 
oba modely odpovídající oběma hypotézám, 
na počtu pozorování a (jako vždy) na ná­
hodě.

C) Bayesovský přistup je založen na 
Bayesově větě (publikované v roce 1763 
Thomasem Bayesem). Tento přístup formu­
luje hypotézy H| . . . Hk a předpokládá, že 
jsou a priori (před sběrem dat) známy 
pravděpodobnosti těchto hypotéz; tyto 
apriorní pravděpodobnosti mívají nejrůz­
nější interpretace a celý tento přistup má 
mnoho různých škol podle názoru na 
apriorní pravděpodobnosti. Můžeme snad 
souhrnně říci, že apriorní pravděpodob­
nosti odrážejí stupeň našich znalosti a 
zkušeností o možných jevech, ať už je 
vyjadřujeme empiricky a na základě dří­
vějších zkoumání, nebo jako subjektivní 
názor; mohou reprezentovat také subjek­
tivní důvěru v platnost hypotézy.

Pomoci Bayesovy formule pak opravu­

jeme apriorní pravděpodobnosti na zákla­
dě evidence ze sebraných dat. Takto zís­
kané aposteriorní pravděpodobnosti jsou 
základem pro statistické rozhodování o hy­
potézách. Hypotézu, která má aposteriori 
dostatečně vysokou pravděpodobnost, mů­
žeme přijmout za správnou. Bayesovská 
analýza dat je technicky značně náročná. 
Závěry závisí na apriorních pravděpodob­
nostech a na modelu, který byl zvolen.

D) V případě, že nejsme s to, či nechce­
me. nebo se neodvažujeme konstruovat 
matematický model, který umožňuje infe- 
renci o parametrech, můžeme volit nepa- 
rametrické techniky, v nichž jsou předpo­
klady daleko volnější a nezavádí se para­
metry, kromě velice obecných (jako je 
posunuti počátku, změna měřítka apod.). 
Výhodou těchto technik je, že se obejdou 
bez modelu; jedna technika zahrnuje da­
leko více aplikačních situací. Jsou většinou 
velice jednoduché, snadno pochopitelné a 
jejich heuristické odvození je jasné. Přes­
to že jsou ..do šíře“ aplikabilnější, nelze 
doporučit jejich použití tam, kde lze se­
strojit model. Do modelu totiž vkládáme 
už apriorní informaci a ta nám umožňuje 
analyzovat data efektivněji: pro stejnou 
přesnost závěru je třeba méně pozorování. 
Chyby druhého druhu jsou menší. Přínos 
informace skrze model umožňuje snížit 
entropičnost rozhodovací situace. Také for­
mální podoba neparametrických technik 
tento fakt potvrzuje. Jsou to většinou me­
tody založené na pořadí nebo na konsta­
továni výskytu nějakých jevů. Kardinální 
znaky pak pro použiti takových testů ordi- 
nalizujeme, což je pochopitelně jistou ztrá­
tou informace. Formální stránka, která 
vede k využití pořadí pozorování však 
předurčuje neparametrickým technikám 
velice široké použití ve společenských vě­
dách — mnohdy totiž nejsme schopni zís­
kávat kardinální znaky a naše měření jsou 
pouze pořadového charakteru. (Např. ne­
jsme schopni měřit schopnost žáků, ale 
jsme schopni je podle schopnosti uspořá­
dat.) Formulace úlohy je obdobná jako 
u Neyman-Pearsonova přístupu; zavádíme 
též nulovou a alternativní hypotézu a chy­
by 1. a 2. druhu. Rozdíl spočívá v tom, 
že zde nezavádíme parametrické modely.

7. Typy statistických hypotéz

Pro lepší orientaci v různých úlohách tes­
tování hypotéz je možné rozčlenit je do
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tří nejčastěji se vyskytujících typů. Toto 
členění je pomocné a má úlohu pouze 
orientační (z hlediska formálního i termi­
nologického mu lze leccos vytknout). Velká 
většina hypotéz je v současné době zalo­
žena na Neyman-Pearsonově přístupu a 
neparametrických technikách, které jsou 
jeho rozšířením.

Ve výzkumné praxi se vyskytují nejčas­
těji tři typy statistických hypotéz:

1. Hypotézy o stavu populace — testy 
dobré shody

Ho je hypotéza, která říká, že pro danou 
populaci platí určitý model, resp. určitý 
výrok o neznámých parametrech. Termín 
testy dobré shody je tu chápán siřeji než 
ve statistické literatuře. Jde obecně o 
tvrzení, že populace je v nějakém daném 
hypotetickém stavu. Jako příklady mohou 
sloužit:

a) veličina má normální rozložení;
b) víme, či předpokládáme, že veličina 

má normální rozložení a Ho specifikuje, 
že má průměr 38,5;

c) průměrné skóre LQ. testu v dané 
konečné populaci je X = 70 bodů (ze 100 
možných).

V případě c) např. můžeme formulovat 
řadu alterativních hypotéz:

Hi : X + 70
H2 : X = 80
H3 : X = 62

Hz, : X > 70
H5 : X < 70
H6 : X < 50

a mnoho dalších; výběr z nich záleží na 
situaci a teorii, kterou vkládáme do pro­
cesu inference.

Nulová hypotéza může být specifikována 
na rozloženi četností, průměr, procento, 
rozptyl, medián, symetrii apod.

2. Hypotézy o srovnání dvou nebo více 
populací — testy homogenity

V těchto testech se promítá do statistiky 
srovnávací metoda. Těmito testy se srovná­
vají dvě nebo více populací, resp. některé 
rysy populací. Tak např. je možno porov­
návat rozloženi četností, aritmetické prů­
měry apod.

Nulová hypotéza bývá formulována 
obvykle jako hypotéza homogenity, tj. hy­
potéza, že soubory jsou z daného hlediska 
statisticky podobné (je možno je smíchat

a výsledné rozložení, či zkoumaná vlastnost 
je stejná pro celý soubor právě tak, jako 
pro jeho původní části). Alternativní hy­
potézy specifikuji rozdílnost: například 
rozdílnost průměrů nebo jejich uspořádá­
ní atd.

3. Testy o struktuře vztahu mezí pro­
měnnými — testy závislosti

V tomto případě (který by bylo možno 
obecně zahrnout do první kategorie) je 
předmětem rozhodovacího procesu pouze 
jedna populace, ale více proměnných, je­
jichž vztah nás zajímá.

Nulová hypotéza je většinou formulo­
vána jako nezávislost znaků. Alternativ­
ní hypotéza pak je specifikována kauzál­
ním modelem, který nás zajímá, tj. struk­
turou vztahů, které chceme prokázat sta­
tisticky.

Je přirozené, že existuje řada dalších 
typů hypotéz a testů pro ně a že toto 
dělení je jen zcela hrubé a pomocné. Přes­
to může být snad užitečné při formulaci 
statistických úloh a při následné interpre­
taci.

8. Závěr

Tyto poznámky neměly být receptem jak 
analyzovat data, ale měly čtenáře seznámit 
s tím, jaké úlohy před námi ve statistice 
stojí, jaké požadavky můžeme formulovat 
a hlavně naznačit, s jakými omezeními 
při použití musíme počítat, jaká omezení 
máme. Jsou do jisté míry reakcí na sou­
časný stav aplikace statistických metod 
v sociologickém výzkumu . Musím tu va­
rovat před přespřílišným a hlavně ne­
kvalifikovaným používáním testů a jiných 
procedur matematické statistiky. Nekvali­
fikovaná aplikace udělá obvykle více škod 
než užitku. Domnívám se, že aplikace 
matematické statistiky a matematiky vůbec 
má velký význam pro analýzu dat i pro 
modelové účely a výstavbu dílčích teorií, 
že se bez nich společenská věda, která chce 
kvalifikovaně hodnotit jednotlivé měřené 
aspekty skutečnosti, neobejde; soudím 
však, že je třeba postupovat opatrně a od­
borně. Chtěl bych varovat před magií čísel 
a před absolutizováním četnosti jako dů­
kazového materiálu. Doufám, že jsem 
uvedl dost různých okolností, které tako­
výto přístup zpochybňují.
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Chceme-li docilit dobré aplikace statis­
tických metod a zasvěcené analýzy dat, 
je nutné statistiku studovat delší dobu a 
pravidelně, a to nejen její metody, ale také 
a především její metodologii, principy, vý­
chodiska, její filosofii a také její limity. 
Jen tak je možno se vyhnout nepříjemným 
chybám.
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Pe3K>Me
PjKcraK H.: 3aMeTKH k agaausy cogMoaornqecKHX 
gaiigbix
Ctutlh aaHHMacTCH hckotopmmh acneimMii ana- 
JIH3a gaHHMX n KpaTKHM CHHCKOM HCKOTopHX 
aagan, BO3Hiinaioigiix npn anaanse gaHnux. Peqi> 
tiger npeatge ncero 06 acneKTax Merogoaoi gqe- 
ckhx n cTaTiicTiiaecKiix, KamiM oGpaaoM nx pac- 
CMarpiiBaeT cogHoaoniqccKaH MeTogoaoriia.

B nepBOM oqepegit oGcyaigaioTcii thiih craro- 
CTH'iecKiix, uac niiTepecyioignx BMBOgoB, bo- 
ncpBbix no rimy gannbix, Koropne ecTb b pac- 
nopniKcmin — iiaMepeiine c ohihGkoh h Ges 
ohihGkh, gannue Been ochobhoíí coBOKynnocTii 
gag ee sacro — bo-btophx no runy ochobhoíí 
COBOKyHHOCTH — KOHCHHOH H OTKpMTOH. OlUllÓKII 
npn cGope gaunux bosmoikho ojinumnipoBarb 
npn gOMOign nogxognigeii MerogoaoriiqecKoii 
nogroTOBKH HccaegoBaniiH h nocpegcTBOM ana- 
an:ia nsMepmeabnoro aguapara, KoropuM hb- 
JIHCTCH gaCTO Bonpoc aUKCThl. JfaH 3T0H gean 
HaMeseHU HCKOTopbie Kaacciijuiuagiiii ananoB, 
OKaaaBtnnxcH na npaimiKe aBTopa BMrogHHMH 
gag anpHopiioii ogemai an kotli ii gag cagoro 
auaanaa gaHHHX.

13 caegyioigcii qaero gaeTCH chhcok raaBHHx 
CTarncroqecKnx aagaq n Gojicc nogpoGiio oG- 
cyiKgaioiCH rpn ochobhhc aagaqn CTarocraqecKHX 
BbiBogos: Toqeqnan opeuna. iiHTepBaJibHaa 
ogeuKa ii gpoBepga ninorea. B qacrii o npoBepge 
Minores Kparoo HaMcqeHu ochobhhc Merogoao- 
riiqecKHe npncMH k npoGaeMc: P. A. cpiunepa, 
HeHMaH-flgpcoHa, GaiiecoBCKuii n iienapaMCTpii- 
qecKHH. B Konge gaiorca rpii ciiTyaguu npoBepKH 
rnnoTea, nomajiyg, qaige BCex iiogBanioiguxcH 
b cogHoaornqecKOH iipagroge; hx ygaaaHiie 
gojiiKHO raiuKe cayiKHTb BcnoMOraTeabHHM n 
opiicHTiipoBoqHHM cpegcTBOM B 3agaHMgx uccac- 
gOBaTeabCKOH geineabHoCTii.
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B cTaibe noflqepKHBaiOTCH to acneKTM orgejib- 
HHX UpiICMOB H MCTOgOB, Kojopue OHpegeJIHIOT 
hx orpaHHqeHHyio npiiMcnneMOCTb ji neobxogH- 
MylO OCTOpOtKHOCTb Upil HX npHMCHeHHH.

Summary
Řehák J.: Statistical Inference. Comments on 
the Analysis of Sociological Data

The paper discusses some aspects of data 
analysis and presents a brief survey of some 
problems arising in the course of such an ana­
lysis. This concerns, first of all. the methodo­
logical and the statistical aspects, as viewed 
by sociological methodology. First of all, the 
types of statistical conclusions which we are 
interested in are discussed 1. according to 
the types of available data (measuring with 
and without error; data from the entire 
target population or from its part), 2. accord­
ing to the type of the target population (fini­
te and open). Errors in data collection can be 
eliminated by an adequate methodological 
preparation of the research, as well as by 
an analysis of the measuring apparatus — 
which frequently assumes the form of a 
question included in the questionnaire. For

this purpose, some classification possibilities 
of variables are indicated; in the author’s 
practice, these have proved to be advantage­
ous for the a priori evaluation of the quest­
ionnaire, as well as for the analysis of data 
taking place after their collection.

In the following part, a list of the main 
statistical problems is presented and three 
fundamental areas of statistical inference — 
the point estimation, the interval estimation 
and the hypotheses testing — are discussed 
in more detail. In the part dealing with the 
testing of hypotheses, the basic methodological 
approaches to the problem (R. A. Fisher’s. 
Neyman-Pearson's, the Bayesian and the non- 
-parametrical) are briefly mentioned. Finally, 
three situations of hypotheses testing which, 
in all probability, occur most frequently in 
sociological practice are introduced. Their 
description should also serve as an auxiliary 
and orientation instrument in the tasks for­
mulated during the research activity.

In the paper, stress is laid upon those 
aspects of the individual approaches and 
methods which determine their limited appli­
cability and the caution necessary in their 
application.
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