Poznamky k analyze sociologickych dat

Poznamky shrnuté v této stati nepredsta-
vuji uplnou inventarizaci uloh a problé-
mu, s kterymi se v béZné praxi analyzy
sociologickych dat setkavame; tykaji se
nékolika vybranych aspekt statisticke
analyzy a nékterych aspekti, které se sta-
tistickou analyzou a statistickou inferenci
uzce souvisi.

Jde hlavné o to, ukazat na omezeni apli-
kaénich mozZnosti statistickych metod v so-
ciologické praxi. Tato omezeni vyplyvaji
jednak z principi metod samych, jednak
z kvality dat. s nimiZ pracujeme. Statisti-
ka je védni disciplina, kterda ma svou
vlastni teorii a metodologii a z téch vy-
plyvaji jeji procedury a pristupy. Teorii
samu lze studovat pouze ze specidlnich
uc¢ebnic a se znatnymi matematickymi zna-
lostmi. Urcity pohled na pristupy ke sta-
tistické teorii a alesponi letmé a velmi
struéné seznameni se s principy mize vsak
snad prispét k fundovanéjsimu aplikaéni-
mu postiehu.

Statistika stoji v postaveni metody ana-
lyzy dat; kvalifikovana aplikace nutné vy-
zaduje znalosti teorie statistiky na jedné
strané a teoretické znalosti aplikacéni védy
na strané druhé a proto je takova aplikace
vétsinou obtiznym problémem. Kromé toho
jsou lu stalé vtiravé otazky o kvalité dat,
s nimiZ pracujeme. Proto zavéry z dat se
vytvareji soucinnosti inference metodolo-
gické, sociologické a statistické. Uz tato
jednota ukazuje, ze analyza dat neni viibec
jen rutinni zalezitosti, ale soucasti tvoiivé
inference védecké.

1. Typy statistickych zavéra

Statistické zavéry ¢inime o zdkladnim sou-
boru, populaci, tj. o definované mnoziné
statistickych jednotek (statistickych ob-
jektd), ktera je pfedmétem naseho zajmu.
Zakladni soubor muze byt dvojiho typu:

a) jednak je to presné vymezeny koned-
ny soubor jednotek, ktery je jednoznaéné
urditelny napiiklad tim, Ze potridime jeho
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seznam (teoreticky je mozno vytvofit se-
znam vsech jednotek kone¢ného souboru
vzdycky, prakticky to ale nebyva mozZné
u vétsich soubort);

b) jednak je to soubor urcéeny svymi
vlastnostmi, ale neomezeny na dany ko-
neény pocet jednotek; je to soubor, jehoZ
velikost je neznama a nékdy ani znama
byt nemuze — takovy zakladni soubor mi-
zeme nazvat otevienym, respektive hypo-
tetickym nebo neurditym.

Prikladem souboru a) muZe byt soubor
v8ech §kolnich déti v urcitém obvodu Pra-
hy, prikladem b) muZe byt soubor ziku
experimentalni Skoly v Bratislavé a vSech
zak(. ktefi se v podobnych podminkéach
kdy ocitali, ocitaji nebo budou ocitat v bu-
doucnu; soubor je tu definovan teoreticky
a neni mozno jej urc¢it jednoznacné sezna-
mem, protoze nevime kolik déti a které
déti se budou udit za stejnych podminek
v budoucnu.

Statistické udaje vsak ziidka ziskavame
od celého zakladniho souboru. Vétsinou
jsou data k dispozici pouze od jeho vy-
brané casti: kazdou takovou ¢ast zdklad-
niho souboru nazveme vybérovym soubo-
rem, respektive vybérem. Tak vybérovym
souborem v pripadé a) je napriklad soubor
déti ze tri vybranych prazskych tfid;
v pripadé b) je vybérem ona bratislavska
experimentalni tiida.

Data, ktera ziskdavame, mohou byt kla-
sifikovana také z hlediska jejich promén-
livosti u statistické jednotky. Nékteré zna-
ky jsou konstantni, neméni se podle nala-
dy, okamzitého stavu respondenta, nepod-
léhaji chybam pri zji$fovani, neméni se
v Case. Jiné znaky (a téch je vét§ina) jsou
proménlivé. MizZeme je povaZovat za néa-
hodné proménné, nebof jejich zjisténi je
podminéno spoustou nejruznéjich faktoru
— subjektivni pocity, chyba pi#i pocéitani,
nepozornost, §patna interpretace otazky ¢&i
vybér nezadouciho obsahového prvku otaz-
ky. Tato data méfime s chybou. Zatimco
pohlavi je neproménné, vék v pribéhu
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kratkého céasového obdobi se neméni, za-
meéstndni se neméni apod. Otazka ,Jak se
citite spokojen v zaméstnani?“ bude zod-
povézena v zavislosti na mnoha okolnos-
tech a odpovéd se miize ménit den ze dne
¢i nékdy z hodiny na hodinu, obzvlasté
tam, kde cdpovédi jsou sémanticky ne-
urcité: velmi spokojen, spokojen atd.

Pri typologii situaci statistickych zavéra
mizeme vzit v ivahu obé hlediska soucas-
né a naznacit je v tabulce 1.

2. Nékteré pohledy na znaky z hlediska chyb
zjistovini

Vétsina znaka tedy podléha rlznym chy-
bam pri zjistovani jejich hodnot pro jed-
notlivece nebo jiné statistické jednotky. Po-
mijim zde problémy validity a reliability
jako takové a uvadim typy znaku z hledis-
ky chyb, které lze a priori predpokladat a
tim i vhodnou metodou méreni (& zjisfo-
vani) potlacovat na nejmensi miru. Pfitom

Tabulka 1.

Data maji konstantni charakter

Data jsou realizacemi ndhod-
nych proménnych - méfeni
8 chybou

Data se ziskavaji z celého zaklad- | 1.
niho souboru (Z3)

neni problém zobecnéni, lo-
hy se redukuji na vhodné vy-
tvafeni prehlednych mér
vlastnosti souboru

2. eliminujeme chyby méioni a
nahodnost pii ziskdvani dat

Data jsou ziskdvana pouze z vy- | 3.
bérového souboru (VS)

ilohou je tu zoheenit data | 4.
z VS na ZS a vyjadFit ples-
nost zobecnéni

soucasné 1. o 3.:

tato situace je nejobtiZndjsi
a vétdinou se redukuje na 2. ‘
nebo 3.

Otevrieny zakladni soubor je véci mo-
delu a prijaté konvence. Vybér z takového
zakladniho souboru (naptiklad experimen-
talni tfidu) mazeme povaZovat za zakladni
soubor s tim, Ze nas nezajima jen soucéasny
stav, ale proces, resp. vysledek procesu,
ktery vede k soucasnému stavu. Dostava-
me se tim z pole 3 do pole 2. Podle toho,
co bylo fedeno o zakladnich souborech,
musime rozliSovat v poli 3 dve situace —
zobecnéni na koneény (3a) a na neurdity
(3b) zakladni soubor. V ka’dém ptipadé
pak musime k uloze ptfistupovat jinak, tj.
tvorit jiné statistické, resp. pravdépodob-
nosini modely.

Vétsinou se pfi analyze dat dostavame
do pole 2 resp. do pole 4 a po redukci
do pole 2. To je proto, Ze na sloZité otazky
sociologického vyzkumu odpovida respon-
dent vétsinou s moznosti chyby a subjek-
tivniho hodnoceni obsahu kategorii odpo-
védi. Nebude tfeba snad argumentovat pro
to, Ze poznani mozného zdroje nepfesnych
odpovédi a informaci je velice dileZité pro
koneénou interpretaci. Nékteré pomocné
.klasifikace“ znakt uvadim v dalsim pa-
ragrafu. (Slovo klasifikace je v uvozov-
kach, protoze jde jen o pomocna tiidéni,
ktera jsou spise vyhodna nez nutna.)
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nemam na mysli chyby nihodné, tj. na-
hodné odchylky od skutetné hodnoty zna-
ku; ty jsou relativné malo nebezpelné.
nebot jsou identifikovatelné. (Priklad ta-
kové chyby je zjisfovani skére 1.Q. testu:
pfi kazdém zjisfovani I1.Q. skore se da pted-
pokladat, Ze respondent bude mit ponékud
jiny vysledek. ptritemz nelze identifikovat
7adny faktor, ktery tuto variabilitu zpl-
sobuje.)

Kritéria typu:

a) Formdlni vztahy hodnot zneku: zde
rozeznavame znaky kardinalni. ordinalni
a nominalni. Informace ¢erpana z téchto
vztahlt mezi hodnotami znaku je podstatna
pro vytvareni nejriznéjs$ich populaénich
meér. Obzvlast obtizné je zpracovani ordi-
nalnich znakd, tj. znakl, jejichz hodnoty
jsou usporadané kategorie (obvyklé , kvan-
tifikace* poradovym d{islem odpoveédi
v usporaddni nejsou povazovany vidy z:2
vyhovujici); to plyne jednak z faktu. Ze neni
znama vzddalenost kategorii na predpokla-
dané Skale a dale, Ze odpovédi byvaji ¢asto
sémanticky neurdité a subjektivné inter-
pretovatelné respondentem.

b) Pfimé zjistovdni X konstrulce znakn
(slozené znaky, Skaly). Je treba vyjadrit



podiv nad tim, Ze se malo vyuziva kumu-
lativnich $kal. které vznikaji jako syntéza
odpovédi na radu jednoduchych, vétsinou
dichotomickych otazek (sémanticky daleko
jednoznacénéjsich a pro respondenta jedno-
dussich). Vysledny kardindlni znak pak
meéti (po peclivé pripravé a rozboru gkaly)
dany aspekt lépe a umozZiuje vyhnout se
radé chyb plynoucich z aspektd dale uve-
denych.

¢) Znak vztahovy X znak fakticky. Zna-
ky wvztahové odrazeji vztah respondenta
k objektu. znaky faktické vypovidaji o ob-
jektivné zjistitelnych faktech, udalostech
a jevech.

d) Casovy rozmér znakii. Vzhledem k do-
bé realizace piredmétu znaku mulZems»
znaky délit na minuvlé, pritomné, budouci.
(Vice o ¢) a d) viz Hiilbschmanova—Rehak
[15].)

e) Vzddlenost subjektu a objektu: vy-
povéd o sobé. o nejbliz§im okoli. o §ir§im
okoli, o vzdalenych objektech.

f) Predmét znaku naznacuje déleni podle
typu objektu: osoby, predmétu, udalosti.
abstrakini entity.

V ruznych kategoriich a kombinacich
kategorii vznikaji chyby a zkresleni pii
odpovadich zcela jinym zplsobem. ktery.
podle m’ho soudu. miZe byt piredvidan.
tim se mize zamezit nevhodné formulaci
otazky nebo zpusobu zjistovani. Toto roz-
déleni vede také jako pomocné hledisko
k lepsi a opatrnéj$i interpretaci dat. Je
ziejme, zc¢ je tu mnoho dalSich faktora,
které musime brat v uvahu pfi eliminaci
zkreslenych vvpovédi nebo chyb méfeni —
je to chovani tazatele, ¢asové a prostorové
vlivy. prostiedi, predm3t vyzkumu apod.
Zdroji chyb je tedy mnoho. Ukolem me-
todologie by méla byt snaha modelové for-
mulovat jednotlivé situace a hledat cesty.
jak fesit problém vyskytu a eliminacce
téechto chyb. V nékterych ptipadech lze
takové pokusy nalézt v literatuie.

3. Nékieré ulohy statistiky

V uéebnicich statistiky se vétsinou dovi-
ddme o ruznych ulohach, které jsou na
statistiku kladeny. Uvedme zde jejich se-
znam;

1. Sbér a sumarizace dat
2. Planovani statistickych experimentu
a vybérovych Setieni

3. Méreni variability dat; vysvétlovani
této variability

4. Odhad charakteristik koneénych i
otevirenych populaci — odhad parametrd
pravdépodobnostnich model

5. Konstrukce a hledani mér piesnosti
odhadovych charakteristik — vyjadieni
prresnosti méreni

6. Testovani hypotéz o parametrech mo-
del

7. Méfeni sily vztahd a zavislosti mezi
dvéma ¢i vice proménnymi kauzalniho mo-
delu

8. Problémy klasifikace
identifikace, diagnostika)

9. Ulohy predikce — odhad téch charak-
teristik modelu. které se tykaji budouc-
nosti

10. Obecna teorie rozhodovani za neur-
Citosti.

(diskriminace,

Body 2.—10. jsou pfedmétem matema-
tické statistiky; k reSeni téchto uloh po-
ttebujeme vzdy sestrojit néjaky pravdé-
podobnostni model, ktery je adekvatni si-
tuaci a ve kterém uZ je zahrnut vysledek
apriornich teoretickych konstrukei. Tady
vstupuje do statistiky teorie nebo alespon
aplikac¢ni intuice.

Vznika tu otazka, kdy vlastné statistika
vstupuje do vyzkumu. Optimalné by to
mélo byt jiz na samém poditku socio-
logického vyzkumu, tj. pii pracd nad
teoretickymi vychodisky a koncepcemi.
Z nich totiz vychazeji vSechny statistické
ulohy. od planovani vybérového Setieni aZ
do poslednich rozhodnuli nad statistick¥mi
daty. Bohuzel tomu tak vzidy neni. Nékdy
se statistiky pouziva dokonce az po sbéru
dat, tj. v dobé, kdy jsou formulovany ulo-
hy pro analyzu. Nejzazsi okamzik vstupu
statistiky do vyzkumu by mél byt okamzik
planovani vybérového Setfeni, resp. sta-
tistick¢ho experimentu. Uz v tomto stadiu
lze zahrnout apriorni védomosti a infor-
maci do formalizovaného modelu a ziskat
tim kvalitnéjsi data.

1. Bodovy odhad

Chtél bych se zastavit u nékterych nejcas-
téji se vyskytujicich dloh matematicke sta-
tistiky. Prvni je uloha bodového odhadu.
Matematicky (respektive pravdépodobnost-
i) model skuteénosti vznika odvozenim
z formalnich axionu, které jsou piekladem
teoretickych sociologickych vychodisek do
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jazyka matematiky (resp. poétu pravdépo-
dobnosti). V modelu, ktery je odvozovan
obecné, vystupuji neznamé parametry. Mo-
del totiz vétsinou odpovida vice stavam
reality — kazda hodnota parametru odpo-
vida urditému stavu reality.

V uloze bodového odhadu jde o rozhod-
nuti, které hodnoty neznamych parametril
lze piijmout na zikladé empirickych dat
jako nejlepsi piiblizeni se realité, ktery
stav modelu prijmeme jako vhodné repre-
zentujici skuteénost.

Uvedme velmi jednoduchy piiklad: je
dan koneény soubor stati jednoho tisice
¢élanklt v novinach, ktery ma byt pred-
métem analyzy. NemuZeme sledovat viech-
ny stati, ale vezmeme jich pouze 200. Ma-
me tedy relaci ,,vybérovy soubor — koneé-
ny zakladni soubor®. Chceme védét, kolik
stati se zajima o danou tematiku. To jest:
»Klademe kazdé stati otazku®, na niZ je
mozna dichotomicka odpovéd.

Zjistujeme hodnotu dichotomického zna-
ku u vybranych stati. Jaké procento stati
v celém zikladnim souboru ma danou te-
matiku? MaZeme toto ¢islo odhadnout na
zakladé pozorovanych empirickych dat?
Predpokladejme, Ze jsme provedli nahod-
ny vybér a predpokladejme, Ze stejnou
ulohu redi tfi osoby, A, B, C, z nichZ kazda
si vybere svij vlastni soubor o 200 ¢lan-
cich. Predpokladejme, Ze skute¢né neznamé
procento p v zadkladnim souboru je 65 0.

Mame dohromady (1(2)38) riznych vybéro-
vych souborti. Nasi tfi vyzkumnici ziskali
ve vybérovych souborech postupné 62,5 %,
78.0 ™y, 56,3 %,. Kazdy z nich ma tedy ji-
nou evidenci z vyzkumnych dat. Prvni
z nich je neznamé hodnoté nejblize, jenze
to nevi. Kazda ze tfi osob ptijme jiné
rozhodnuti o parametru p. To je zakonité,
ale soucasné to ukazuje na omezeni inter-
pretaéni mo?Znosti celého postupu. Je
ovsem piirozené intuitivné ocekavat, Ze
pfi dostateném mnozZstvi pozorovanych
jednotek vybérového souboru se nase hod-
noty budou skuteéné hodnoté parametru
blizit. JelikoZ velka vétSina vybért uka-
zuje na %; velmi blizké oném 65 % v po-
pulaci, doufdme, Ze jsme méli dostateéné
3tésti pii hfe nahody, ktera vybirala sou-
bor, Zze nd§ soubor patii k tém ,blizkym*®
a nikoli k té mensiné vzdalenych.

V pripadé prostého nahodného vybéru
stati dostavame jako nejlepsi rozhodnuti
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(z urc¢itych hledisek) vybérové procento.
Ve tfech uvedenych pripadech tedy mame
tFi 1Miznd konecna rozhodnuti: 62,5; 78,0;
56,3.

Takovy odhad ma tu vlastnost, ze je nej-
lep$t nevychyleny, tj.:

a) Kdybychom provedli vSechny vybéry
o velikosti 200 a spocitali u nich vybérova
procenta, pak primér vsech téchto ¢isel
by byl stejny jako skutecna hodnota. Tato
vlastnost je ddlezita pii opakovani pokusu.
MiuZzeme ocekavat, Ze primér vice Setieni
je blizky skuteéné hodnoté s daleko
vétsi spolehlivosti neZz jednotliva procenta
z dil¢ich getieni. Ctvrta osoba, znala viech
ti'i vyse uvedenych vysledku, mize odhad-
nout procento jako:

62,5 4+ 78,0 + 56,3

= 65,6.
3

Této vlastnosti fikdme vlastnost nevychy-
leni.

b) Mezi vSemi moZnymi rozhodovacimi
pravidly, ktera maji tuto vlastnost, je nej-
presneéjsi, to znamend, %e odhadova cha-
rakteristika ma nejmensi vybérovou chybu
(koncentruje své hodnoty co nejblize ko-
lem skuteénych hodnot).

Priklad na takové nejlepsi nevychylené
odhady je mnoho (stejné by napt. vybérovy
prumér kardinalniho znaku byl odhadem
populaéniho praméru). Poznamenejme jeste,
Ze tato vlastnost je vazana na zpusob vy-
birani, tj. zde na prosty niahodny vybér.

Vyhodou bodového odhadu je to, Ze se
s nim dobfe pracuje; je to jediné éislo,
které muze byt pouzitc pii konstrukci né-
jakych dalsich mér pro srovnani apod. Ne-
vyhodou je, Ze tu neni charakterizovana
ptresnost, s jakou méfime.

5. Intervalovy odhad

V postupu intervalového odhadu se sna-
z2ime nikoli o nalezeni optimalni bodové
odhadové charakteristiky, ale snazime se
vytvaret intervaly, které by se se zadanou
spolehlivosti (napf. 959%,) pokryvaly ne-
znamou hodnotu parametru. Tim uz zava-
dime do uvah pojem pfesnosti; jestlize in-
terval je (pfi zadané spolehlivosti) uzky,
pak predpokldidame presnost zavérh, je-li
Siroky, pak je nase informace neurcitéjsi.
V nasem piipadé budeme takovy interval



vytvaret tak, Ze jej rozprostifeme symetric-
ky kolem bodového odhadu p:

p—d p p+d

Sifka d bude zfejmé zavisla na presnosti
meéfeni a na spolehlivosti, s jakou chceme
na$ konfidenéni interval (interval spoleh-
livosti) konstruovat. Predpokladejme, Ze
spolehlivost ma byt 95%; pak

d=]‘96.Sﬁ,

kde S, je vybérova chyba. (Kdybychom
chtéli spolehlivost napf. 99 %, pak by se
koeficient zménil z 1,96 na 2,58 apod.)

Vybérova chyba se vyjadii vzorcem:

| (-%)

kde N je velikost populace (N = 1000)
n je velikost vybéru (n = 200)
P je procento ve vybéru (postupné
62,5; 78.0: 56.3).

p (100 — p)
n-—1

Pro nage tfi vyzkumniky dostaneme po-
stupné vypodétem (a po zaokrouhleni) ta-
bulku 2.

Tabulka 2
P 62,59, 78,09, 56,39,
n
— — 0,8 0,8 0,8
- %
PUOO=PI ) 4 8,62 12,93
n—1
8p? 9,42 6,90 10,34
8p® 3,07 2,63 3,22
1,96 s;, 6,02 5.15 6,30
interval | o -
spolehli- (56,48:68,52)l(72,85;83,15)’(50,00;62,60)
vosti !

Kazdy vyzkumnik dostava zcela odligné
vysledky, pouze prvni (aniz o tom vi) po-
kryva skuteénou hodnotu. Vsichni vsak
doulaji, Ze jejich vysledky jsou spravné
a maji za sebou spolehlivost 95%.

Jak interpretovat slovo spolehlivost?
Jestlize vybereme n&hodné jeden ze sou-
borti o 200 statich, mame 95% S$anci, Ze
neudélame timto statistickym postupem
chybu; v 95 % vsech moznych vybéri o ve-
likosti 200 vede tento postup k pokryti
skute¢ného neznamého parametru. A to je
téz klié¢ k volbé tohoto ¢isla. Ve spoleden-
skych védach se vétsinou rozhodujeme pro
959%,, nékdy pro 999%. Podle problému
viak ve statistickych wlohich miZe byt
hladina spolehlivosti volena a% na 99,9 %,
coz je pripad nékterych medicinskych uloh
nebo situaci, kdy se na zikladé méreni
rozhodujeme pro velké investice.

Mame pfiirozené zajem na tom, aby in-
terval spolehlivosti byl co nejkrat$i. Plati
ovSem, Ze ¢im vétsi spolehlivost poZadu-
jeme, tim Sir§i interval dostaneme a na-
opak. Je tu tedy konflikt mezi obéma hle-
disky. Jednou krajnosti je bodovy odhad,
ktery ma spolehlivost 09 a na druhé
strané je tu 100%, spolehlivost, té viak od-
povida celd gkala moZnych hodnot, takze
takovy vysledek je prakticky bezcenny.

Vyhodou postupu je to, Ze je v ném uz
piimo zabudovana presnost — ¢im uZzsi in-
terval pii dané spolehlivosti, tim méné
entropi¢nosti v rozhodovini a tim pres-
néjsi informace. Nevyhodou vsak je praveé
to. ze jde o interval, s nimZ nemuZeme
snadno pracovat pii vytvareni dalg§ich mér
a pri srovnavani riznych vysledka. Kromeé
toho je tu stale zakladni fakt statistickych
zavéra — jsou to zavéry za neurcitosti.
Pouze doufame. Ze¢ ndm je nahoda pri mé-
feni prizniva. V dlouhé tadé konstrukei
intervalQ spolehlivosti oéekavame 5 %, pii-
padti nepokrvti. Je-li zvolena spolehlivost
dostateéné vysokd, musi kazdy vyzkum-
nik rozhodnout sam.

6. Testovani hypotéz

Nejcastejsi ulohy formulované ve spole-
c¢enskovednim vyzkumu jsou ulohy testo-
vani hypotéz. To jsou pripady. kdy nas
nezajima odhadovani hodnoly parametru
piimo, ale rozhodnuti, zda lze prijmout

ten ¢i jiny vyrok o parametrech nebo
o rozlozeni veli¢in vibec.
Existuje cela rada typd hypotéz. Tak

napr. vyzkumnik uvedeny ad 4. si mohl
postavit hypotézu. ze skuteéné procento

= 609,. Test hypotézy pak mohl byt
ekvivalentni s konstrukcei intervalii spoleh-
jestlize interval spolehlivosti

livosti; po-
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kryje hodnotu 60 . pak neni divodu hy-
potézu odmitnout, je-li pak 60Y, vné in-
tervalu, povazujeme hypotézu za nesprav-
nou (malo pravdépodobnou). I zde je vidét
omezeni statistickych aplikaci. Predpokla-
dejme, Ze nase tfi osoby, kazda nezavisle.
vyslovily tii rGzné hypotézy: p = 6070).
p=265%, p=55%, Prvni a tieti osoba
piijimaji své hypotézy, které jsou ale od-
lisné pro tentyZ soubor. tj. pro tutéz rea-
litu; druha osoba odmitad hypotézu (a¢
hypoteticka hodnota je tataz jako skutec-
na v souboru).

Dalsi piiklady hypotéz:

a) prumérny vysledek bodovaného testu
z matematiky je vét$i u studentd socio-
logie nez u studentil psychologie;

b) existuje priikazna zavislost mezi zna-
kem .informovanost o daném objektu“ a
znakem ,,postoj k objektu;

¢) na zakladé minulych méfeni piedpo-
kladame, ze se v primeéru zleps$i podasi a
budou létat letadlové linky mezi Prahou
a Bratislavou;

d) na zikladé zjisténych symptomi pri-
jimame diagnoézu D.

Mluvime tu o statistickych hypotézach,
tj. o hypotézach tykajicich se pravdépo-
dobnostnich vlastnosti nahodnych velidin,
které mérime a zjisfujeme. Mluvime-li
o statistice, predpokladame, Ze preklad
z jazyka sociologie do jazyka statistiky, tj.
statisticka operacionalizace, je uZz provede-
na. Koneény vysledek rozhodnuti o veli-
¢indch musi byt opét preveden zpét do
jazyka sociologie.

Mnohdy pfi testovani hypotéz nas vy-
sledky prekvapuji svou neocekavatelnosti
a zdaji se zcela nemoznymi — odmitdme
hypotézy, které by mély byt podle teore-
tického vychodiska jednoznaéné potvrzeny.
Interpretace takovychto vysledki musi byt
krajné zdrZenlivd a opatrna. Je pochopi-
telné nutné takovy vysledek vysvétlit a na
bazi teorie se s nim vyrovnat. Nesmime
vSak zapominat, Ze to muiZe byt zplso-
beno nejriznéj$imi faktory a ukvapené
zavéry o revizi vychodisek nelze pfijmout
bez provéreni vsech krokua ve vyzkumu.
Uvedme nékteré mozné priéiny:

1. chyby v operacionalizaci teoretickych
pojmu;

2. $patna konstrukce modeltt — tj. Spat-
ny pteklad ze sociologie do matematiky;

3. chybny plan a realizace sbéru dat;

4. Spatnd volba znak vypovidajicich
o objektech; Spatna volba referenénihc
systému znaki;

5. nevhodna formulace otazek:

6. sémantickd neurcitost otdazek — re-
spondent je chape jinak neZ vyzkumnik:

7. $patny zpétny pieklad statistického
rozhodnuti do pojmového ramce vychozi
teorie;

8. je k dispozici ptili§ malo dat, aby
mohly byt prokazany formulované hypo-
tézy:

9. data nejsou analyzovana podle mode-
lu. ktery byl aplikovan;

10. mohl nastat pfipad. Ze pravé u této
konkrétni hypotézy se projevilo pravdé-
podobnostni riziko, se kterym pracujeme
ve statistice vzdy.

Neni mozné tedy zamitnout Skrtem pera
vychodiska, aniZz bychom nesledovali ce-
lou dlouhou fadu vlivi (z nichz nékteré
zde byly jmenovany), které mohou ovliv-
novat celkové zdvéry a cely proces védec-
ké inference — nejen jeji statistickou cast.

Statistické testovani hypotéz, jako vSech-
ny ulohy fesené matematikou, vychazeji
z modelu, ktery je abstrakci skutecnosti.
Z toho plynou dalsi omezeni aplikace me-
tody — vzdy je zachycen jen néktery
z aspektl reality.

Shrime jen stru¢né& nékteré z mozZnych
pristupl k testovani hypotéz.

A) Formulujeme hypotézu H a za pied-
pokladu. ze plati, odvodime teoretické
pravdépodobnostni chovani sledovanych
veli¢in a jevl. Jestlize data, ktera ziskdme
jsou za této hypotézy malo pravdépodobna,
pak hypotézu zamitame. Tento pristup na-
zveme pristupem R. A. Fishera. Bylo by
mozno jej charakterizovat jako zeslabenou
analogii logického postupu

(H= D) < (non D = non H)

(z hypotézy (H) plyne chovani dat (D);
nechovaji-li se data podle predpokladu,
hypotéza neplati).

Uvazujeme vzdy riziko « (odpovidajici
riziku nepokryti skuteéné hodnoty pii
intervalovém odhadu, napi. 5% resp.
v jednotkach pravdépodobnosti 0,05), kte-
ré je stanoveno jako horni pravdépodob-
nostni hranice proti hypotéze, jestlize je
spravna. Nastane-li malo pravdépodobny
jev, pak bud hypotéza neplati, nebo na-
stal zazrak (R. A. Fisher).




B) Pristup Neyman-Pearsontiv lze cha-
rakterizovat dvojici hypotéz, které jsou
postaveny proti sobé. Zakladni nulova
hypotéza (Ho) je testovana proti néjaké
jiné moznosti — alterativni hypotéze (H,).
Predpokladdme teoreticky dva moZné sta-
vy skutetnosti — zde tedy vstupuje teorie
jesté o krok dale do stalistické procedury
— vvmezuje mozZnou alternativu. To umoz-
nuje lepsi vybér mezi rozhodovacimi pra-
vidly. Je tu mozné formulovat hledisko
nptimdlnosti pro takovy vybér.

Rozhodovaci situace mize byt naznace-
na tabulkou

Tabulka 3 Rozhodnuti pro
H, H,
Vo skuted- Lo |
sti spravne chyba

oSt H, rozhodnuti | 1. druhu
plati

H, chyba spravné

2. druhu rozhodnusi

Rozhodovaci pravidla jsou volena tak,
aby pravdépodobnost chyby 1. druhu ne-
prevyéila dané ¢islo (napt. 0.05; 0,01: 0.001;
znatime ji obvykle @) a pritom aby prav-
dépodobnost chyby 2. druhu byla co nej-
men#i (zna¢ime obvykle g). Rozhodnuti je
tu zavislé na schopnosti presné formulovat
oba modely odpovidajici obéma hypotézam,
na poc¢tu pozorovani a (jako vzdy) na na-
hoda.

C) Bayesovsky pfistup je zalozen na
Bayvesove vété (publikované v roce 1763
Thomasem Bayesem). Tento pristup formu-
luje hypotézy H;...H, a piredpoklada, ze
jsou a priori (pfed sbérem dat) znamy
pravdépodobnosti téchto hypotiz; tyto
apriorni pravdépodobnosti mivaji nejraz-
néjsi interpretace a cely tento pfistup ma
mnoho ruznych §kol podle nazoru na
apriorni pravdépodobnosti. Muzeme snad
souhrnné iici, Ze apriorni pravdépodob-
nosti odrazeji stupenn na$ich znalosti a
zkuSenosti o moznych jevech, at uz je
vyjadiujeme empiricky a na zakladé dii-
véjsich zkoumani, nebo jako subjektivni
nazor; mohou reprezentovat také subjek-
tivni divéru v platnost hypotézy.

Pomoci Bayesovy formule pak opravu-

jeme apriorni pravdépodobnosti na zakla-
dé evidence ze sebranych dat. Takto zis-
kané aposteriorni pravdépodobnosti jsou
zakladem pro statistické rozhodovani o hy-
potézach. Hypotézu, ktera ma aposteriori
dostateéné vysokou pravdépodobnost, mu-
Zeme prijmout za spravnou. Bayesovska
analyza dat je technicky znaéné naro¢na.
Zavéry zavisi na apriornich pravdépodob-
nostech a na modelu, ktery byl zvolen.

D) V pfipadé, Ze ncjsme s to, ¢i nechce-
me, nebo se neodvazujeme konstruovat
matematicky model, ktery umoznuje infe-
renci o parametrech, muzeme volit nepa-
rametrické techniky, v nichz jsou predpo-
klady daleko volnéjsi a nezavadi se para-
metry, kromé velice obecnych (jako je
posunuti poc¢atku, zména meéfitka apod.).
Vyhodou téchto technik je, ze se obejdou
bez modelu; jedna technika zahrnuje da-
leko vice aplikaénich situaci. Jsou vétsinou
velice jednoduché, snadno pochopitelné a
jejich heuristické odvozeni je jasné. Pres-
to ze jsou .do S§ire“ aplikabilnéjsi, nelze
doporuéit jejich pouZiti tam, kde lze se-
strojit model. Do modelu totiz vkladame
uz apriorni informaci a ta nam umoznuje
analyzovat data efektivnéji; pro stejnou
presnost zavéru je ti'eba méné pozorovani.
Chyby druhého druhu jsou mengi. Pfinos
informace skrze model umozZnuje snizit
entropic¢nost rozhodovaci situace. Také for-
malni podoba neparametrickych technik
tento fakt potvrzuje. Jsou to vétSinou me-
tody zaloZené na poradi nebo na konsta-
tovani vyskytu néjakych jevi. Kardinalni
znaky pak pro pouziti takovych testu ordi-
nalizujeme, coZ je pochopitelné jistou ztra-
tou informace. Formalni stranka, ktera
vede k wvyuziti poradi pozorovani vsak
predurc¢uje neparametrickym technikdm
velice §iroké pouziti ve spolecenskych vé-
diach — mnohdy totiz nejsme schopni zis-
kavat kardinalni znaky a nase méieni jsou
pouze poradového charakteru. (Napf. ne-
jsme schopni mérit schopnost zaku, ale
jsme schopni je podle schopnosti uspoia-
dat.) Formulace ulohy je obdobna jako
u Neyman-Pearsonova ptlistupu; zavadime
téz nulovou a alternativni hypotézu a chy-
by 1. a 2. druhu. Rozdil spoéiva v tom,
Zze zde nezavadime parametrické modely.

7. Typy statistickych hypotéz
Pro lepsi orientaci v raznych dlohach tes-

tovani hypotéz je moZné rozélenit je do
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tfi nejcastéji se vyskytujicich typa. Toto
¢lenéni je pomocné a méa ilohu pouze
orientaéni (z hlediska formalniho i termi-
nologického mu lze leccos vytknout). Velka
vét§ina hypotéz je v soudasné dobé zalo-
Zena na Neyman-Pearsonové pristupu a
neparametrickych technikach, které jsou
jeho rozsiienim.

Ve vyzkumné praxi se vyskytuji nejcéas-
téji tii typy statistickych hypotéz:

1. Hypotézy o stavu populace — testy
dobré shody

Hy je hypotéza, ktera iika, Ze pro danou
populaci plati urcity model, resp. urcity
vyrok o neznamych parametrech. Termin
ve statistické literatufe. Jde obecné o
tvrzeni, Ze populace je v néjakém daném
hypotetickém stavu. Jako priklady mohou
slouzit:

a) veli¢ina ma normalni rozlozeni;

b) vime, ¢éi predpokladame, Ze velidina
ma normdlni rozlozeni a Hp specifikuje,
Ze ma prumér 38.,5;

c¢) primérné skére 1.Q. testu v dané
koneéné populaci je X = 70 bod (ze 100
moznych).

V piipadé c) napi. mizeme formulovat
fadu alterativnich hypotéz:

Hii}_(#:'YO H/,S}—(>70
H22X=80 H52X<70
H; : X =62 Hy : X <50

a mnoho dalsich; vybér z nich zaleZi na
situaci a teorii, kterou vkladame do pro-
cesu inference.

Nulova hypotéza muize byt specifikovana
na rozloZeni cetnosti, primér, procento,
rozptyl, median, symetrii apod.

2. Hypotézy o srovndni dvou mebo wvice
populact — testy homogenity

V téchto testech se promita do statistiky
srovnavaci metoda. Témito testy se srovna-
vaji dvé nebo vice populaci, resp. nékteré
rysy populaci. Tak napfr. je moZno porov-
névat rozlozeni Cetnosti, aritmetické pru-
méry apod.

Nulova hypotéza byva formulovana
obvykle jako hypotéza homogenity, tj. hy-
potéza, Ze soubory jsou z daného hlediska
statisticky podobné (je moZzno je smichat
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a vysledné rozlozeni, ¢i zkoumana vlastnost
je stejnd pro cely soubor pravé tak, jako
pro jeho puvodni éasti). Alternativni hy-
potézy specifikuji rozdilnost: naptriklad
rozdilnost primért nebo jejich usporada-
ni atd.

3. Testy o struktufe vztahu mezi pro-
ménnymi — testy zdvislosti

V tomto piipadé (ktery by bylo mozno
obecné zahrnout do prvni kategorie) je
predmétem rozhodovacitho procesu pouze
jedna populace, ale vice proménnych, je-
jichz vztah nas zajima.

Nulova hypotéza je vétSinou formulo-
vana jako nezavislost znakl. Alternativ-
ni hypotéza pak je specifikovana kauzal-
nim modelem, ktery nis zajima, tj. struk-
turou vztahl, které chceme prokazat sta-
tisticky.

Je prlirozené, Ze existuje rada dalsich
typl hypotéz a testi pro né a ze toto
déleni je jen zcela hrubé a pomocné. Pres-
to mlze byt snad uziteéné pii formulaci
statistickych uloh a prfi nasledné interpre-
taci.

8. Zavér

Tyto poznidmky nemély byt receptem jak
analyzovat data, ale mély ¢tenare seznamit
s tim, jaké ulohy pifed ndmi ve statistice
stoji, jaké pozadavky muiZeme formulovat
a hlavné naznaédit, s jakymi omezenimi
pri pouZiti musime pocitat. jakd omezeni
mame. Jsou do jisté miry reakci na sou-
c¢asny stav aplikace statistickych metod
v sociologickém vyzkumu . Musim tu va-
rovat pied prespriliSnym a hlavné ne-
kvalifikovanym pouZivanim testdl a jinych
procedur matematické statistiky. Nekvali-
fikovana aplikace udéla obvykle vice skod
nez uZitku. Domnivam se, Ze aplikace
matematické statistiky a matematiky vibec
ma velky vyznam pro analyzu dat i pro
modelové ucely a vystavbu dil¢ich teorii.
ze se bez nich spoledenska véda, ktera chce
kvalifikované hodnotit jednotlivé méfené
aspekty skutecnosti, neobejde; soudim
viak, Ze je tfeba postupovat opatrné a od-
borné&. Chtél bych varovat pi‘ed magii ¢isel
a pred absolutizovanim c¢etnosti jako du-
kazového materidlu. Doufam., Ze jsem
uvedl dost riznych okolnosti, které tako-
vyto pristup zpochybnuji.



Chceme-li docilit dobré aplikace statis-
tickych metod a zasvécené analyzy dat,
je nutné statistiku studovat delsi dobu a
pravidelné, a to nejen jeji metody, ale take
a predevsim jejl metodologii, principy, vy-
chodiska, jeji filosofii a také jeji limity.
Jen tak je mozno se vyhnout nepfrijemnym
chybam.
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Pesiome

Pikerak fl.: 3aMeTku K AHAIM3Y COUBONOTHICCKUX
JAMHbIX

CraTps 3aHHMACTCH HEKOTOPHIMH acOeKTAMM aHa-
JN3a JIAODHBIX H KPAaTKHM CHOMCKOM HEKUTOPHIX
3ajla’, BOSHUKAIOWIIX MDA aHaJR3e JaHHBIX. Peun
HjeT upexnae Bcero o0 acmeKTaX MeTOA0AOIrHYe-
CKUX H CTATHCTHYECKNX, Kakim olpa3om 1X pac-
CMATPIBAET COLMOJOTHYCCKAst MOTOMOJOTIA.

I3 mepBoii ouepemi o0CYMKLAIOTCS THIIN CTaTH-
CTHYECKHX, HAC HMHTePeCYIONUX BHBOJOR, BO-
HOCPBHIX 110 THIY JAHHBIX, KOTOPHIC eCTh B pac-
MOpsUKEHIA — n3Mepenne ¢ ommbkoit 1 Ges
ommAOKY, JaHAELE BCEH OCHOBHOI COBOKYIHUOCTH
1 ee YaCTH -— BO-BTOPhIX L0 THIY OCHOBHOM
COBOKYNHOCTH — KOHEYHOII # oTKpuToi. Omwndkn
npn cbope J@HEAKRX BO3MOMKHO OJMMHIHMPOBATL
upn  DOMOIMM  TOAXO/AMNENR  METOLOJIOTIYeckoil
NOJATOTOBKI HCCAENOBAHHA M IOCPEICTBOM aHa-
JIM3a H3MEepHUTeJLHOPO aNlapaTa, KoTOPHWM AB-
JIACTCA H4aCTO BOUPOC auKeTel. Jns OToil nean
HaMeUeHEl HCKOTOPLIEe KJAACCHQNKALI 3HAKOH,
0Ka3aBOIIXCH Ha IPAKTHKe aBTOpa BRITOJHEIME
A1 anpuopHOll OUEeHKHM aHRETH N Ml CAMOro
AHAJIE3A JIAHHBIX.

B caepyromeil yacTi paeTcs CIHICOK IJIaBHBIX
CTATHCTHYECKHX 3agay N Oodee moapobio 006-
CYMJIAIOTCA TP OCHOBHBIC 331aUI1 CTATHCTHYECKNX
BLBOJAOB: TOYEHHAS  OlelKa. HHETEpBalbHasg
OL[eHKA M IpoBepKa riunores. 13 MacTi o nposepke
THIOTE3 KPATKO HAMCHUCHBI OCHOBHLIC METOROJIO-
rudeckue Opiesmn K upodiaeme: P. A, @dnuwepa,
Hefiman-IInpcona, GaitecoBckHii n nenapamerpi-
yeckmid. B romme gaiotca Tpi CHTYyaIia NpoBepKrH
ramnotes, IMOKaJdYH, yame BceX MOABIAIOMINXCH
B COIHOJOTMYCCKOM 1paKTHKE; HX YKazaHHue
HOMGKHO TaKiKe CJY/KHTL BCHOMOraTeJALUBIM II
OPMEHTHPOBOYHEIM CPEACTBOM B 3afaHMAX licce-
AOBATENbLCKOd AesiTeNbHOCTH.
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B cratee NOQYEePRUBAIOTCA TC aCNCKThI OTHEIL-
HBIX IIpHEeMOB M MCETOLOB, KROTOPERIE OIPEHENAT
HX OTrpaHHYCHHYIO IIPHMCHACMOCTL H 11006!(0,1114—
MYK OCTOPOKHOCTL Ipit HX OPHMCHCIHH.

Summary

Rehak J.: Statistical Inference. Comments on
the Analysis of Sociological Data

The paper discusses some aspects of data
analysis and presents a brief survey of some
problems arising in the course of such an ana-
lysis. This concerns, first of all. the methodo-
logical and the statistical aspects, as viewed
by sociological methodology. First of all, the
types of statistical conclusions which we are
interested in are discussed 1. according to
the tvpes of available data (measuring with
and without error; data from the entire
target population or from its part), 2. accord-
ing to the type of the target population (fini-
te and open). Errors in data collection can be
eliminated by an adequate methodological
preparation of the research, as well as by
an analysis of the measuring apparatus —
which frequently assumes the form of a
question included in the questionnaire. For
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this punpose, some classification possibilities
of variables are indicated; in the author’s
practice, these have proved to be advantage-
ous for the a priori evaluation of the quest-
ionnaire, as well as for the analysis of data
taking place after their collection.

In the following part, a list of the main
statistical problems is presented and three
tundamental areas of statistical inference —
the point estimation, the interval estimation
and the hypotheses testing — are discussed
in more detail. In the part dealing with the
testing of hypotheses, the basic methodological
approaches to the problem (R. A. Fisher's,
Neyman-Pearson’s, the Bayesian and the non-
-parametrical) are briefly mentioned. Finaliy,
three situations of hypotheses testing which.
in all probability, occur most frequently in
sociological practice are introduced. Their
description should also serve as an auxiliary
and orientation instrument in the tasks for-
mulated during the research activity.

In the paper, stress is laid upon those
aspects of the individual approaches &and
methods which determine their limited appli-
cability and the caution necessary in their
application.



